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Testing for Cointegration Rank Using Bayes Factors

Katsuhiro Sugita

Abstract

This paper proposes Bayesian methods for estimating the cointegration

rank using Bayes factors. We consider natural conjugate priors for computing

Bayes factors. First, we estimate the cointegrating vectors for each possible

rank. Then, we compute the Bayes factors for each rank against 0 rank.

Monte Carlo simulations show that using Bayes factor with conjugate priors

produces fairly good results. The methods proposed here are also applied for

selecting the appropriate lags and testing for over-identifying restrictions on

cointegrating vectors.
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1 Introduction

This paper introduces Bayesian analysis of cointegrated VAR systems. Several

researchers have proposed Bayesian approach to cointegrated VAR systems. These

include Kleibergen and van Dijk (1994), who proposed using a Jeffrey's prior instead

of diffuse prior for the cointegrating vectors since the marginal posteriors may be

nonintegrable with reduced rank of cointegrating vector. Geweke(1996) developed

general methods for Bayesian inference with noninformative reference priors in the

reduced rank regression model. Kleibergen and Paap (1999) use a singular value

decomposition of the unrestricted long-run multiplier matrix, IT, for identification of

the cointegrating vectors and for Bayesian posterior odds analysis of the rank of

IT. Bauwens and Lubrano (1996) reduce the ECM to the form of a multivariate

regression model to identify the parameters. The cointegrating rank is assumed to

be known a priori, based on a theoretical economic model that defines equilibrium

economic relations. If we are interested in identifying the cointegration rank, they

suggest checking the plot of the posterior density of the eigenvalues of generated

sampIe IT' IT, which are equal to the square of the singular values of II. However,

this informal visual inspection gives ambiguous results. 1 Bauwens, et al (1999) suggest

using the trace test of Johansen, since "on the Bayesian side, the topic of selecting

the cointegrating rank has not yet given very useful and convincing results" (p.283) .

In this paper we propose a simple method of determining of the cointegration

rank by Bayes factors. The method is very straightforward. We consider using the

conjugate priors for all parameters. If there exist r cointegrating vectors in the system,

the adjustment term a has rank r. Applying the Bayes factor to a, which has r

rank, against the null of a, which has rank 0, for each rank gives the posterior

probabilities for its rank. The procedure for obtaining the posteriors has some

similarities with Bauwens and Lubrano method. However, instead of using diffuse

priors for all parameters, the conjugate priors are chosen to be able to compute the

Bayes factors.

The plan of this paper is as follows. Section 2 presents the prior specifications

and derives the posterior densities for estimation of the cointegrated VAR systems.

In Section 3 the Bayes factors for cointegration rank is introduced. Section 4

illustrates Monte Carlo simulations with DGPs of 1000 iterations for each rank to

compare the performance of the proposed Bayesian methods with the classical

Johansen test. In Section 5, an illustrative example of the demand for money in the

United Sates is presented. Section 6 concludes. All computations in this paper are

performed using code written by the author with Ox v2.20 for Linux (Doornik,

1998).

1 Tsurumi and Wago (1996) use a highest-posterior-density-region (HPDR) test to IT , then derive the posterior
pdfs for singular values to see whether 99% highest-posterior-density-interval (HPDI) contains zero.
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either independently or jointly with a different number of rank.

One of the disadvantages of the method is that the testing procedure depends

upon the chosen ordering of the variables in VAR. Our Monte Carlo simulations

which allow the ordering to change randomly in each iterations show that the

method can select the correct rank.

Another disadvantage of the method is computing time. Computing time depends

upon the algorithm we choose for estimating the cointegrating vectors. In this paper

the Griddy-Gibbs sampler, which requires heavy computations, is chosen simply because

we do not need to assign an approximation function that is needed in Metropolis­

Hastings or importance sampling. However, it will not be a problem in the future

with much faster computers.

In this paper, a matrix-variate normal density for the cointegrating vector is

chosen as a prior. Instead, Jeffrey's or reference priors are also worth considering

as Kleibergen and Paap used for their cointegration analysis.

References

[ 1 J Bauwens, L., and Giot, P. (1998) "A Gibbs Sampling Approach to Cointegration",

Computational Statistics, 13, 339-368.

[2 J Bauwens, L., and Lubrano, M. (1996) "Identification Restrictions and Posterior

Densities in Cointegrated Gaussian VAR Systems", in T.B. Fomby (ed.) ,

Advances in Econometrics, vol. lIB, JAI press, Greenwich, CT.

[3 J Bauwens, L., Lubrano, M., and Richard, J-F. (1999) Bayesian Inference in

Dynamic Econometric Models, Oxford University Press, Oxford.

[4 J Chib, S. (1995) "Marginal Likelihood From the Gibbs Output", Journal of the

American Statistical Association, 90, 1313-1321.

[5 J Chib, S., and Greenberg, E. (1995) "Understanding the Metropolis-Hastings

Algorithm", The American Statistician, 49, 327-335.

[6 J Chen, M-H. (1994) "Importance-Weighted Marginal Bayesian Posterior Density

Estimation", Journal of the American Statistical Association, 89, 818-824.

[7 J Chen, M-H., Shao, Q-M., and Ibrahim, J-G. (2000) Monte Carlo Methods in

Bayesian Computation, Springer Series in Statistics, Springer.

[8J Dickey, J., (1971) "The Weighted Likelihood Ratio, Linear Hypothesis on Normal

Location Parameters", The Annals of Mathematical Statistics, 42, 204-223.

[9 J Doornik, J.A. (1998) ox An Object-Oriented Matrix programming Language,

Timberlake Consultants Press., London.

[10J Evans, M. and Swartz, T. (2000) Approximating Integrals via Monte Carlo and

Deterministic Methods, Oxford University Press, Oxford.

[11J Geweke, J. (1989) "Bayesian inference in Econometric Models Using Monte Carlo

Integration", Econometrica, 57, 1317-1340.

[12J Geweke, J. (1996) "Bayesian Reduced Rank Regression in Econometrics", Journal

-64-



Testing for Cointegration Rank Using Bayes Factors (Katsuhiro Sugita)

of Econometrics, 75, 127-146.

[13J Goldfeld, S., and Sichel, D., (1990) "The Demand for Money", Chapter 8 in B.

Friedman and F. Hahn (eds.), Handbook of Monetary Economics, Vol I,

North-Holland, New York.

[14J Johansen, S. (1991) "The Power Function for the Likelihood Ratio Test for

Cointegration", in J. Gruber, ed., Econometric Decision Models: New Methods

of Modeling and Applications, Springer Verlag, New York, NY, 323-335.

[15J Johansen, S. (2000) "A Small Sample Correction of the Test for Cointegrating

Rank in the Vector Autoregressive Model", EUI Working Paper, ECO No.

2000/15, European University Institute, Italy.

[16J Kass, R.E., and Raftery, A. E. (1995) "Bayes Factors", Journal of the American

Statistical Association, 90, 773-795.

[17J Kass, R. E., and Wasserman, L. (1996) "The Selection of Prior Distributions by

Formal Rules", Journal of the American Statistical Association, 91, 1343-1370..

[18J Kleibergen, F., and van Dijk, H.K. (1994) "On the Shape of the

Likelihood/Posterior in Cointe-:-gration Models", Econometric Theory, 10, 514-551.

[19J Kleibergen, F., and Paap, R. (1999) "Priors, Posteriors and Bayes Factors for a

Bayesian Analysis of Cointegration", rewritten version of Econometric Institute

Report 9821/A, Erasmus University Rotterdam.

[20J Lucas, R. (1988) "Money Demand in the United States: A Quantitative Review",

Carnegie-Rochester Conference Series on Public Policy. Vol 29, 137-168.

[21J Newton, M.A., and Raftery, A. E. (1994) "Approximate Bayesian Inference by

the Weighted Likelihood Bootstrap", Journal of the Royal Statistical Society,

Sere B, 56, 3-48.

[22J Phillips, P. C. B. (1996) "Econometric Model Determination", Econometrica, 64,

763-812.

[23J Phillips, P. C. B., and Ploberger, W. (1996) "An Asymptotic Theory of Bayesian

Inference for Time Series", Econometrica, 64, 381-412.

[24J Ritter. C., and Tanner, M.A. (1992) "Facilitating the Gibbs Sampler: The Gibbs

Stopper and the Griddy-Gibbs Sampler", Journal of the American Statistical

Association, 87, 861-868.

[25J Tierney, L., and Kadane, J.B. (1986) "Accurate Approximations for Posterior

Moments and Marginal Densities", Journal of the American Statistical

Association, 81, 82-86

[26J Tsurumi. H., and Wago, H. (1996) "A Bayesian Analysis of Unit Root and

Cointegration with an Application to a Yen-Dollar Exchange Rate Model", in

T.B. Fomby (ed.) , Advances in Econo-metrics, vol. lIB, JAr press, Greenwich, CT.

[27J Verdinelli, I., and Wasserman, L. (1995) "Computing Bayes Factors Using a

Generalization of the Savage-Dickey Density Ratio", Journal of the American

Statistical Association, 90, 614-618.

-65-



[28J Zellner, A. (1986) "On Assessing Prior Distributions and Bayesian Regression

Analysis with g-prior Distributions", ed. P.K. Gael and A. Zellner, Bayesian

Inference and Decision Techniques: Essays in Honor of Bruno de Finetti, North­

Holland, Amsterdam, 233-243.

-66-


