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KOROVKIN TYPE APPROXIMATION CLOSURES
FOR VECTOR-VALUED FUNCTIONS

TOSHIHIKO NISHISHIRAHO

ABSTRACT. Korovkin type approximation closures are discussed
in the spaces of vector-valued functions on compact Hausdorff
spaces. For this, it is introduced that the notions of an MT­
envelope, an MT-affine function as well as an MT-representing
operator and a T-Choquet boundary for a linear subspace M and
a positive linear operator T under certain appropriate require­
ments.

1. Introduction

Let X be a compact Hausdorff space and let E be a Dedekind
complete normed vector lattice which contains an element e such that
e > O,llell = 1 and lal ~ Iialle for all a E E. We call e the normal
order unit of E ([22]). Concerning the general notions and terminol­
ogy needed from the theory of normed vector lattices, we refer to [25]
(d. [1], [13]). Let B(X, E) denote the normed vector lattice of all
E-valued bounded functions on X with the usual pointwise addition,
scalar multiplication, ordering and the supremum norm 11·11. We shall
use the same symbol /1·11 for underlying norms. C(X, E) denotes the
closed linear sublattice of B(X, E) consisting of all E-valued contin­
uous functions on X. In the case when E is equal to the real line lR,
we simply write B(X) and C(X) instead of B(X, E) and C(X, E),
respectively.

For any v E B(X) and a E E, we define (v 0 a)(x) = v(x)a for
all x EX. Also, for any v E B(X) and f E B(X, E), we define
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(vJ)(x) = v(x)f(x) for all x E X. Clearly, v 0 a and vf belong
to B(X, E), and \Iv 0 all = Ilvllllall and Ilvfll ::; IlvlIIIJII. If a E
E, v E C(X) and f E C(X, E), then v 0 a and vJ belong to C(X, E).
C(X) 0 E stands for the linear subspace of C(X, E) consisting of all
finite sums offunctions of the form v0a, where v E C(X) and a E E.
We define p(x) = e for all x EX. Notice that p is the normal order
unit of B(X, E). Let A(X, E) be a linear sublattice of C(X, E) which
contains p.

The purpose of this paper is to show that our previous approach
[22] to approximation theorems of Korovkin type can be adapted to
the setting of an arbitrary positive linear operator T in the place of
the identity operator I. Consequently, the results of [10] (d. [3], [4],
[5], [6], [7], [14], [15]) can be generalized to the context of functions
taking a value in an optional Dedekind complete normed vector lattice
with the normal order unit.

Concerning the background of the Korovkin type approximation
theory, see the recent book of Altomare and Campiti [2], in which
an excellent source and a vast literature of this theory can be found
(d. [9], [11]). Also, for the quantitative treatments on the degree
of convergence of approximation processes with respect to positive
multiplication operators, we refer to [23] and [24] (d. [16], [17], [18],
[19], [20], [21]).

2. MT-envelopes and MT-affine functions

Let M be a linear subspace of A(X, E) which contains p and let T
be a positive linear operator of A(X, E) into C(X, E). For a function
J E A(X, E) and a point x E X, we set

M;'(f, x) = {T(h)(x) : f ::; h, hEM}

and
M;(f, x) = {T(h)(x): h::; I,h EM}.

Since IfI ::; Ilfllp, IIJIIT(p)(x) E M;'U, x) and -llfIIT(p)(x) E M!'(J,x)
For a given I E A(X, E), we define

and

r;.(x) = inf M;'U, x)

J;(x) = sup M;(J, x)
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which are called the upper and lower MT-envelope of f, respectively.
These functions have the following properties, which may follow im­
mediately from the definition:

Lemma 1. Let f, 9 E A(X, E) and ~ E JR. Then we have:

(a) -llfIIT(p) ::; f:::; T(J) ::; f;'::; IlfIIT(p).
(b) If f ::; g, then frr ::; gr and II ::; g;.
(c) (J + g)7o ::; f;' + gr, If + g; ::; (J + g);'.
(d) II ~ 2: 0, then (~J)r = ~f;' and (~J); = ~.r!'.

(e) If ~ ::; 0, then (~J)7o = ~.r!. In particular, (- J)7o = -If.

A function I E A(X, E) is said to be MT-affine if I;' is equal to
If. Obviously, I is MT-affine if and only if I'!' = 'l'(J) = J"7-. For a
given x EX, we define

MT(x) = {f E A(X, E) : l[(x) = f;(x)},

which is a linear subspace of A (X, E) containing M. Also, we set

MT = nMT(x),
xEX

which is a linear subspace of A(X, E) containing M. Clearly, we have

MT = {f E A(X, E) : {!' = I;} = {f E A(X, E) : l[ = T(J) = f;'}·

Lemma 2. Let f E MI'. Then for any E > O. there exist finite subsets
{gl' g2,'" ,grn} and {hI, h2,'" ,hm} of M such that

where

and

g';f. ::; T(J) ::; h~, ~ - g';f. ::; Ep, (1)

h~ = inf{T(h]), T(h2 ), .•• , T(hrn )}.

Proof Since ff(x) = T(J)(x) = f;'(x) for each x E X, there exist
functions gx, hx E M such that

Therefore, there exists an open neighborhood Vx of x such that

T(hx)(t) - T(gx)(t) < Ee for all t E ~.
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Since the family {Vx : x E X} is an open covering of X, it has a
subcovering {~i : i = 1,2,' .. ,m}. Then the functions

gi = gXi' hi = hXi (i = 1, 2, . . . ,m)

have the desired properties.
Let A and B be normed vector lattices, and let L be a mapping

of A into B. Then L is said to be increasing if f, 9 E A and f :::; 9
imply L(f) :::; L(g). Evidently, if L is linear, then L is increasing if
and only if L is positive. Furthermore, if A has a normal order unit a
and if L is a positive linear operator of A into B, then L is bounded
and IILII = IIL(a)ll·

From now on let D be a directed set and let A be an index set.

Proposition 1. Let x E X. If {J-la,A : 0 E D, A E A} is a family of
increasing mappings of A(X, E) into E satisfying

li~ IIJ-la,A(k) - T(k)(x)11 = 0

for all k E M, then

lim IIJ-la A(f) - T(f)(x) II = 0
a '

uniformly in A E A

uniformly in A E A

(2)

(3)

for all f E Mr(x).

Proof Let 9 and h be functions in M such that 9 :::; f :::; h. Then
for every E > 0, by (2) theres exists an element 00 E D such that

IIJ-la,A(g) - T(g)(x)11 < E and IIJ-la,A(h) - T(h)(x)11 < E

for all 0 ED, 0 2: 00 and all A E A. Since

lJ-la,A(U) - T(u)(x) I :::; IIJ-la,A(U) - T(u)(x)lle

whenever u belongs to A(X, E) and

(0 E D, A E A)

(0 E D, A E A),

we conclude that for all 0 ED, 0 2: 00 and all A E A,

T(g)(x) - Ee < J-la,A(f) < T(h)(x) + Ee,

which yields
!,!,(x) - Ee :::; J-la,A(f) :::; r;.(x) + Ee.

Therefore, we have

lJ-la,A(f) - T(f)(x)1 :::; Ee
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because of f!(x) = T(f)(x) = fr(x). Thus we obtain

IIJ-La,.x(f) - T(f)(x) II :s: f (a E D, a ~ ao, A E A),

which implies (3).

Corollary 1. Let {Ta,.x : a E D, A E A} be a family of increasing
mappings of A(X, E) into B(X, E). Then the following statements
hold:

(a) Let x EX. If

li~ II Ta,.x (g)(x) - T(g)(x) II = 0 uniformly in A E A

for all gEM, then

li~ IITa,.x(f)(x) - T(f)(x) II = 0 unifomly in A E A

for all f E MT(x).
(b) If

~ IITa,.x(g) - T(g)11 = 0

for all gEM, then

li~ II Ta,.x (f)(x) - T(J)(x) II = 0

uniformly in A E A

uniformly in A E A

for all x E X and f E MT.

Proposition 2. If {Ta,.x : a E D, A E A} is a family of increasing
mappings of A(X, E) into B(X, E) satisfying

lim IITa.x(g) - T(g)11 = 0
ex '

uniformly in A E A (4)

(5)uniformly in A E A

for all gEM, then

li~ II Ta,.x (f) - T(J)II = 0

for all f E MT.

Proof For any f > 0, by Lemma 2 there exist finite subsets
{gj, g2, ... ,gm} and {hI, h2,' .. ,hm} of M satisfying (1). By (4),
there exists an element ao E D such that

for all a ED, a ~ ao and all A E A. Since for all x E X

ITa,.x(k)(x) - T(k)(x) I :s: IITa,.x(k)(x) - T(k)(x)lI e (a E D,A E A)
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whenever k belongs to A (X, E) and

Ta,>.(gi) ::; Ta,>.(J) ::; Ta,>.(hi) (i = 1,2, ... ,m)

for all a E D and all ), E A, by (6) we conclude that

T(gi)(X) - Ee < Ta,>.(J)(x) < T(hi)(x) + Ee (i = 1,2",' ,m)

for all a E D, a ~ ao and all ), E A. Therefore, for all x E X we
obtain

gj.(x) - Ee ::; Ta,>.(J)(x) ::; h~(x) + Ee (a E D, a ~ ao,), E A),

which together with (1) gives

ITa,>.(J)(x) - T(J)(x)1 < 3Ee (a E D, a ~ ao,), E A),

and so

IITa,>.(J)(x) - T(J)(x)11 ::; 3E

which implies

(a E D,a ~ ao,A E A),

(a ED, a ~ ao, AE A).IITa,>.(J) - T(J) II ::; 3E

Hence, (5) remains true.

Remark 1. If 9 (2:) e E MT and T(g (2:) e) = 9 (2:) e for every 9 E C(X),
then T(M) separates the points of x.

3. M'1representing operators and T-Choquet boundaries

For a given x EX, a positive linear operator fJ, of A(X, E) into E
is called an MT-representing operator for x if fJ,(g) = T(g)(x) for all 9 E

M. For each x E X, we define 8x (J) = f(x) for every f E B(X, E).
The operator 8x is called the evaluation operator at x. Clearly, we have
8x (p) = e and 118x ll = 1. Also, 8x a T is always the MT-representing
operator for x. Let n~(M) denote the set of all MT-representing
operators for x.

For x E X and f E A(X, E), we denote by [f!'(x) , f;'(x)] the
order interval in E, i.e.,

[f?,(x),f;(x)] = {a E E: f?'(x)::; a::; f;(x)}.

Then we have the following result, which gives the close connection
between the MT-envelpoes and MT - representing operators.
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Lemma 3. Let x E X and let f E A(X, E). Then we have

[j;(x), fr(x)] = {jJ,(J) : J-L E R;(M)}.

Proof Let J-L E R;(M), and let 9 and h be functions in M such
that 9 ::; f ::; h. Then we have

T(g)(x) = J-L(g) ::; J-LU) ::; J-L(h) = T(h)(x),

which establishes

l;(x) ::; J-L(J) ::; fr(x).

Conversely, let a be an arbitrary element in [J;(x), fr(x)]' and
let V be a linear subspace of A(X, E) spanned by f. We define

and

p(g) = g:;'(x) for every 9 E A(X, E)

J-Lo(~J) = ~a for every ~ E JR.

Then, by Lemma 1, the mapping p : A(X, E) ---+ E is sublinear and
J-Lo is a linear operator of V into E satisfying J-Lo (g) ::; p(g) for all
9 E V. Therefore, by the vector-valued Hahn-Banach theorem ([1;
Theorem 2.1]' d. [13; Theorem 1.5.4]), there exists a linear operator
J-L of A(X, E) into E such that J-L(g) = J-Lo (g) for all 9 E V and J-L( h) ::;
p(h) for all h E A(X, E). If h E A(X, E) and h ::; 0, then Lemma 1
(b) gives

J-L(h) ::; p(h) = h~(x) ::; O~(x) = 0,

which implies that J-L is positive. Furthermore, for every gEM we
have

J-L(g) ::; p(g) = g:;'(x) = g;(x) = T(g)(x)

and

-J-L(g) = J-L(-g) ::; p(-g) = (-g)~(x) = -T(g)(x),

and so J-L(g) = T(g)(x). Thus J-L belongs to R~(M) and J-LU) = J-Lo(J) =
a. The proof of the lemma is now complete.

As an immediate consequence of Lemma 3, we have the following.

Lemma 4. Let f E A (X, E). Then the following assertions hold:

(a) Let x E X. Then f belongs to MT(x) if and only if J-L(J) =
(8x 0 T)(J) for all J-L E R~(M).

(b) f belongs to MT if and only if J-L(J) = (8x 0 T)(f) for all
x E X and all J-L E R~(M).
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We define

a~(x) = {x EX: R;(M) = {8x 0 T}},

which is called the T-Choquet boundary of X with respect to M. This
can be characterized by Lemma 4 (a) as follows:

Lemma 5. A point x E X belongs to a~(X) if and only if l[(x) =

fr(x) for all f E A(X, E), i.e., MT(x) = A(X, E).

According to Lemma 4 (b) and Lemma 5, we have the following.

Proposition 3. MT = A(X, E) if and only if a'It(X) = X.

4. T-Korovkin closures and T-Korovkin spaces

Let A and B be normed linear spaces, and let £ be a class of
mappings of A into B. Let 5 be a subset of A and let L E £. Then
we define K ar(£; 5, L) to be the set of all f E A with the property
that if {La,>. : ex E D,'>' E A} is an arbitrary family of mappings in £
satisfying

l~ IILa,>.(g) - L(g)11 = 0

for all 9 E 5, then

li,;n II La,>.(J) - L(J)II = 0

uniformly in .>. E A

uniformly in .>. E A.

We call K ar(£; 5, L) an L-Korovkin closure of 5 with respect to
£. Also, 5 is said to be an L-Korovkin set with respect to £ if
K ar(£; 5, L) is identical with A. In this event, if 5 is a linear subspace
of A, then we shall say that 5 is an L-Korovkin space with respect to
£.

If A and B are normed vector lattice, then J[A, B] and s,p[A, B]
denote the classes of all increasing mappings of A into B and positive
linear operators of A into B, respectively.

Theorem 1. Let x EX. Then the following statements are equiva­
lent:

(a) x belongs to aI:t(X).
(b) M is a 8x oT- Korovkin space with respect to J[A(X, E), E].
(c) M is a 8x oT-Korovkin space with respect to 'fJ[A(X, E), E].
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Proof If x E 8L(X), then we have

Kar(:J[A(X, E), E]; M,t5x 0 T) = A(X, E)

because of Lemma 5 and Proposition 1. Therefore, (a) implies (b). It
is obvious that (b) implies (c). Now, suppose that

K ar(s,p[A(X, E), E]; M, t5x 0 T) = A(X, E)

and let J-L be an arbitrary element in R;(M). Then for all a E D and
all ,.\ E A, we define J-La,>.. = J-L, which is an operator in s,p[A(X, E), E]
satisfying

li~ IIJ-La,>..(g) - (t5x 0 T)(g) II = 0 uniformly in ,.\ E A

for all gEM. Therefore for every f E A (X, E), we have

lim IIJ-La>..(f) - (t5x 0 T)(f) II = 0
a '

uniformly in ,.\ E A,

which yields J-L = t5x 0 T, and so x E aL(X). Thus (c) implies (a).

Theorem 2. In the following assertions, the implications (a) =} (b) =}

(c) hold:

(a) 8L(X) is identical with X.
(b) M is aT-Korovkin space with respect to J[A(X, E), B(X, E)].
(c) M is aT-Korovkin space with respect to s,p[A(X, E), B(X, E)].

Proof If aL(X) = X, then it follows from Propositions 2 and 3
that

A(X, E) = MT ~ Kar(J[A(X,E),B(X,E)];M,T) ~ A(X, E),

and so we have

Kar(J[A(X, E), B(X, E)]; M, T) = A(X, E).

Thus (a) implies (b). It is clear that (b) implies (c).
In order to show that the implication (c) =} (a) in the statements

of Theorem 2, we assume that X is a first countable, compact Haus­
dorff space and that D is the set N of all natural numbers in the
remaining part of this section.

Proposition 4. We have

MT = Kor(J[A(X, E), B(X, E)]; M, T) = Kar(s,p[A(X, E), B(X, E)]; M, T).
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Proof. It follows from Proposition 2 and Theorem 2 that

MT ~ Kor(J[A(X, E), B(X, E)]; M, T) ~ Kor(~[A(X,E), B(X, E)]; M, T).

Now, let f be an arbitrary function in K or(~[A(X, E), B(X, E)]; M, T).
Let x E X and p, E R'{;(M). Since X satisfies the first countability
axiom, there is a fundamental system {Vn : n E N} of open neighbor-
hoods of x such that

Vi ~ V2 ~ ... ~ Vn ~ Vn+1 ~ •••.

For each n E N, by Urysohn's lemma there exists a function Un E
C(X) such that

0::; un(t) ::; 1 (t EX), un(x) = 1, un(t) = 0 (t E X \ Vn).

Now, for each n EN and ..\ E A we define

where

Tn,>.(g) = Un Q9 p,(g) + (Ix - un)T(g) (g E A(X, E)),

l x (t) = 1 for every t E X. (7)

Then {Tn,>. : n E N,..\ E A} is a family of operators in ~[A(X,E), C(X, E)]
satisfying

lim IITn>.(h) - T(h)11 = 0
n~oo '

for every hEM. Therefore we have

and so

uniformly in ..\ E A

uniformly in ..\ E A,

lim IITn>.(J)(x) - T(J)(x) II = 0 uniformly in..\ E A.
n~oo '

This yields p,(J) = (tJx 0 T) (J), since Tn,>. (I) (x) = p,(J) for all n E N
and all ..\ E A. Hence, by Lemma 4 (b), f belongs to MT , and so we
have

MT ~ Kor(~[A(X,E),B(X,E)];M,T).

The proof of the proposition is now complete.

Theorem 3. The following assertions are equivalent:

(a) 8L(X) = X.
(b) Kor(J[A(X, E), B(X, E)]; M, T) = A(X, E).
(c) Kor(~[A(X, E), B(X, E)]; M, T) = A(X, E).
(d) Mr = A(X, E).
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Proof This immediately follows from Theorem 2, Propositions 3
and 4.

Now, we are interested in that T is a finitely defined operator of
order n, which is defined as follows (cf. [8], [14]' [15]):

Let {VI, V2, ... ,vn } be a finite set of non-negative functions in
C(X) and let {CPI' CP2,· .. ,CPn} be a finite set of continuous mappings
of X into itself. Then we define

n

T(J) = LVi· (J 0 CPi)
i=1

for every f E A(X, E).

Consequently, all the results can be applicable to this setting.
From now on we restrict ourselves to the case where n = 1, VI =

Ix and CPI = cP, where cP : X -t X is an arbitrary continuous mapping.
We set T<p = T. That is, this operator is given by

for every f E A(X, E).T<p(J) = f 0 cP

Remark 2. We set

1* = f; and f* = f1 (J E A(X, E)),

(8)

which are called the upper and lower M -envelope of f, respetively and

OM(X) = O~l(X),

which is called the Choquet boundary (cf [22j). Let x E X and
f E A(X, E). Then it follows immediately from the definition that

f;<p(x) = 1*(cp(x)), l;<p(x) = f*(cp(x)).

Thus, by Lemma 5, we have

(9)

As a consequence of Theorem 3 and the above equivalence (9),
we have the following corollary which can be more convenient for later
applications.

Corollary 2. Let T<p be as in (8). If OM(X) coincides with X, then
M is both a T<p-Korovkin space with respect to J[A(X, E), B(X, E)]
and a T<p-Korovkin space with respect to 'lJ[A(X, E), B(X, E)].

Remark 3. The following assertions hold:

(a) If M is an I -Korovkin space with respect to J[A(X, E), B(X, E)],
then it is a T<p-Korovkin space with respect to J[A(X, E), B(X, E)].
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(11)

to J and a Tcp-

(b) If M is an I -Korovkin space with respect to llJ[A(X, E), B(X, E)],
then it is a Tcp-Korovkin space with respect to llJ[A(X, E), B(X, E)].

5. Tcp-Korovkin sets and Tcp- Korovkin spaces

Recall that Ix is the normal order unit of C(X) defined by (7),
and let Tcp be as in (8). Here we consider the case of A(X, E) =
C(X, E), and let M be a linear subspace of C(X, E) which contains
Ix 0 a for all a E E. We set

J = J[C(X, E), B(X, E)]

and
llJ = llJ[C(X, E), B(X, E)].

Theorem 4. If for each point x EX, there exists a function hx E
C(X) such that

hx ~ 0, hx(x) = 0 and hx(t) > 0 far all t E X with t i= x (10)

and
hx 0 a EMfar every a E E,

then M is both a Tcp-Korovkin space with respect
K orovkin space with respect to llJ.

Proof This follows immediately from [22;Lemma 7] and Corollary
2.

For a given subset S of C(X), we define

S 0 E = {v 0 a : v E S, a E E}

and let span(S 0 E) denote the linear subspace of C(X, E) spanned
by S 0 E. Notice that S 0 E is a Tcp-Korovkin set with respect to llJ
if and only if span(S 0 E) is a Tcp-Korovkin space with respect to llJ.
Corollary 3. Let {'11,1' '11,2, ... , '11,m} be a finite subset of C(X) and let

U = {l x ,ul,u2,'" ,um} 0 E.

Suppose that for each point x EX, there exists a finite subset
{al(x),a2(x),··· ,am(x)} ofR such that the function

m

hx = L ai(x)ui
i=l

satisfies (10) and (11). Then span(U) is a Tcp-Korovkin space with
respect to J and U is a Tcp -K orovkin set with respect to llJ.
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From now on let p be an arbitrary fixed even positive integer.

Corollary 4. Let {VI, V2, .•• , vn } of C(X) which separates the points
of X and let

n

V - {Ix VI ... V v2 ••• v2 ••• vp - I ••• vp- I ,,~p}tO\E- " , n, l' , n' , 1, 'n ,LJ'1li 'C::I .
i=1

Then span(V) is a Tcp-Korovkin space with respect to J and V is a
Tcp-Korovkin set with respect to s,p.

Indeed, with the help of the function

n

hx = L:(Vi - Vi(X))P
i=1

(x EX),

this follows from Corollary 3.

Theorem 5. Let G be a subset of C(X) separating the points of X
and let

W = {gi : g E G, i = 0, 1, 2, . .. , p} 0 E,

where gO = Ix. Then span(W) is a Tcp-Korovkin space with respect to
J and W is a Tcp -K orovkin set with respect to s,p.

Proof It was shown in the proof of [22; Theorem 5] that

ospan(W)(X) = X.

Therefore, the desired result follows from Corollary 2.

Corollary 5. Let X be a compact subset of a real locally convex Haus­
dorff vector space F with its dual space F*, and let

H = {(hlx)i: h E F*,i = 0,1,2,'" ,p} 0 E,

where hl x denotes the restriction of h to X. Then span(H) is a Tcp­
Korovkin space with respect to J and H is a Tcp-Korovkin set with
respect to s,p.

Applying Corollary 4 and Theorem 5 to the case of p = 2, we
shall now mention some examples of Tcp-Korovkin sets with respect
to s,p and Tcp-Korovkin spaces with respect to J, which include the
classical cases for Tcp = I, thus, c.p : X ---+ X is the identity mapping
(d. [12], [22]).
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(10) Let X be a compact subset of the n-dimensional Euclidean
space jRn. For each k = 1,2,··· ,n, Pk denotes the k-th coordinate
function defined by

Then
n

K 1 = {l x ,pllP2,··· ,Pn'Lpn0 E
k=I

and

K 2 = {l X ,PI,P2,··· ,Pn,pi,p~,··· ,p~} 0 E

are Tep--Korovkin sets with respect to~. Also, span(KI ) and span(K2 )

are Tcp-Korovkin spaces with respect to J.
(2°) Let X be a compact subset of the n-dimensional unitary space

en, where e denotes the complex plane. For each k = 1,2, ... ,n, we
define

qk(Z) = Re(zk) and rk(z) = Im(zk)

for every Z = (ZI, Z2,· .. ,zn) EX, where Re(Zk) and Im(zk) stand for
the real part and the imaginary part of Zk, respectively. Then

n

K3 = {l X,ql' q2,··· ,qn,rl, r2,··· ,rn, L(q~ + r~)} 0 E
k=I

and

are Tcp-Korovkin sets with respect to~. Also, span(K3 ) and span(K4 )

are Tcp-Korovkin spaces with respect to J.
(3°) Let X be the n-dimensional torus Tn, i.e,

1m = {z = (ZI,Z2,··· ,zn) E en: IZkl = 1,k = 1,2,··· ,n},

and qk and rk (k = 1,2,·· . ,n) be as in the example (2°). Then

K5 = {lx, qI, q2,··· , qn, rI, r2,··· ,rn} 0 E

is a Tcp-Korovkin set with respect to ~ and span(K5) is a Tcp-Korovkin
space with respect to J.

(4°) Let C27r (jRn ,E) denote the normed vector lattice of all E­
valued continuous functions I on jRn which are periodic with period
21r in each variable with the norm

11111 = sup{llf(x)11 : x E jRn}.
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Then C('Jr'l, E) is isometrically isomorphic to C27r (lRn, E). For each
k = 1, 2, ... ,n, we define

Ck(X) = cos Xk and 8k(X) = sin Xk

for every x = (Xl,X2,··· ,Xn) E IRn . Then

K6 = {ljRn, Cl, C2,··· ,en, 81, 82,"· ,8n } 0 E

is a T<p-Korovkin set with respect to IiJ and span(K6 ) is a T<p-Korovkin
space with respec to J, where <p : IRn ---+ IRn is a continuous mapping.

Remark 4. Let A and B be normed linear spaces, and let ,c be a set
of mappings of A into B. Let No = N U {O} and let Q{ = {a~A~ : Q E
D,'>" E A, n E No} be a family of scalars. Let {Ln : n E No} be a
sequence of mappings in .£, L E .£ and f E A. Then the sequence
{Ln(f) : n E No} is said to be 21-summable to L(f) with respect to ,c
if

(Xl

li~ II L a~~~Ln(f) - L(f)/I = 0
n=O

uniformly in .>.. E A, (12)

where it is supposed that the series in (12) converges for each QED
and.>.. E A.

As the examples mentioned in {19J (cf {17J, (18J) show, there
are a wide variety of families 21 = {a~A~ : QED,'>" E A, n E No} of
particular interest which cover several'summability methods scatered
in the literatures. Consequently, all the results obtained in this paper
can be applied to the 21-summability in the sense of (12).
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