
Forecasting a Large Number of Tropical Cyclone Intensities around Japan
Using a High-Resolution Atmosphere–Ocean Coupled Model

KOSUKE ITO,* TOHRU KURODA, AND KAZUO SAITO

Japan Agency for Marine–Earth Science and Technology, Yokohama, and

Meteorological Research Institute, Tsukuba, Japan

AKIYOSHI WADA

Meteorological Research Institute, Tsukuba, Japan

(Manuscript received 15 March 2014, in final form 18 July 2014)

ABSTRACT

This work quantifies the benefits of using a high-resolution atmosphere–ocean coupled model in tropical cy-

clone (TC) intensity forecasts in the vicinity of Japan.Todo so, a large number of high-resolution calculationswere

performed by running the Japan Meteorological Agency (JMA) nonhydrostatic atmospheric mesoscale model

(AMSM) and atmosphere–ocean coupled mesoscale model (CMSM). A total of 281 3-day forecasts were com-

piled for 34TCs fromApril 2009 to September 2012 for eachmodel. The performanceof thesemodels is compared

with the JMA global atmospheric spectral model (GSM) that is used for the operational TC intensity guidance.

The TC intensities are better predicted by CMSM than the other models. The improvement rates in CMSM

relative toGSMandAMSMgenerally increasewith increasing forecast time (FT). CMSM is better thanGSMand

AMSM by 27.4% and 21.3% at FT 5 48h in terms of minimum sea level pressure, respectively. Regarding the

maximum wind speed, CMSM is better than GSM and AMSM by 12.8% and 19.5% at FT 5 48h, respectively.

This is due to smaller initial intensity errors and sea surface cooling consistent with in situ observations that

suppress erroneous TC intensification. Thus, a high-resolution coupled model is promising for TC intensity pre-

diction in the area surrounding Japan, where most of the TCs are in a decay stage. In contrast, coupling to the

upper-ocean model yields only a negligible difference in the TC track forecast skill on average.

1. Introduction

Because tropical cyclones (TCs) are often highly de-

structive, their accurate prediction has been of particular

importance in the field of weather forecasting. Track error

in forecasts has been almost halved during the past two

decades thanks to many improvements in numerical

weather prediction systems and observational platforms

(National Hurricane Center 2013; Japan Meteorological

Agency 2013). Nevertheless, the forecast skill of TC in-

tensity is thought to be a very challenging topic. Because

economic damage is related to TC intensity (e.g., Nishijima

et al. 2012), improvement in TC intensity forecast skill

around Japan is critical for disaster prevention and miti-

gation of related hazards including strong winds, heavy

rainfall, high waves, and storm surges.

Forecasting TC intensities is difficult because the TC

intensity depends on finescale inner-core dynamics in ad-

dition to interactionswith the surrounding synoptic features

(Wang and Wu 2004; Emanuel et al. 2004). To reproduce

intense TCs explicitly, the horizontal grid spacing in

a physics-based model needs to be a few kilometers and

nonhydrostatic processes should be taken into account

(Yau et al. 2004; Bryan and Rotunno 2009b).

The use of an atmospheric high-resolution model,

however, is shown to overestimate TC intensity in some

cases (Davis et al. 2008). One possible reason for the

overestimation is that storm-induced sea surface cooling

is neglected. Atmospheric models usually employ
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a virtually constant sea surface temperature (SST) for

a lead time of several days. It is an acceptable approxi-

mation because oceanic conditions typically change on

a time scale of a few months to years. However, this

approximation does not hold true near TCs, where SST

decreases by 1–6K on a time scale of several hours to

a few days due to shear-induced entrainment at the base

of the ocean mixed layer and the oceanic Ekman

pumping (e.g., Price 1981; Jacob et al. 2000; Emanuel

et al. 2004; Davis et al. 2008; Yablonsky and Ginis 2009;

Shay 2010). This cooling leads to a reduction in latent

and sensible heat fluxes at the sea surface that sup-

presses the overintensification of TCs. Previous studies

demonstrated that coupled models exhibited better TC

intensity forecasting ability in the Atlantic. The Geo-

physical Fluid Dynamic Laboratory (GFDL) is already

equipped with an ocean model coupled to their opera-

tional hurricane prediction system for the Atlantic and

east Pacific basins. Bender et al. (2007) reported that year-

by-year improvements in the GFDL model are partially

attributed to the improved reproduction of oceanic fea-

tures. However, a comparison between the atmospheric

model and the coupled model is not provided in their

work. Thus, the benefits of coupling to the ocean have

not, to date, been isolated based on a large number of

samples.

Currently at the JapanMeteorological Agency (JMA),

the TC intensity forecasts over the northwestern Pacific

including Japan are based on the global atmospheric

spectralmodel (GSM)with a grid spacing of about 20km.

Yu et al. (2013) have already shown that GSM-based

guidance has some skill in the prediction of TC intensity.

Nevertheless, the ability to forecast intensity can be fur-

ther improved by using a high-resolution atmosphere–

ocean coupled model, as has been done for the Atlantic

and east Pacific basins. Although there are several studies

on TC–ocean interactions in the northwestern Pacific

(Wada 2007; Wada et al. 2010, 2013), the cases are

still limited to ascertaining the effects of storm-induced

sea surface cooling on TC intensity forecast skill in the

vicinity of Japan.

In this study, we conduct a large number of 3-day

forecast experiments around Japan in order to obtain

a reliable TC intensity forecast assessment. This is ach-

ieved by running a JMA nonhydrostatic atmospheric

mesoscale model (AMSM) that is similar to an opera-

tional regional model and an atmosphere–ocean coupled

mesoscale model (CMSM). There are 281 cases that in-

clude all the TCs approachingmainland Japan fromApril

2009 to September 2012 (42 months). This study uses

the K computer built in Kobe, Japan, which is a parallel

computing system and one of the fastest supercomputers

in the world. These intensity forecasts are compared to

those obtained from GSM, which is the base model used

for JMA operational TC intensity guidance.

This study is the first attempt at isolating the benefits of

coupling high-resolution atmospheric models to an ocean

model for TC intensity forecasts using a large number of

experiments. Comparison with GSM further reveals char-

acteristics of the TC intensity forecasts of high-resolution

models. This paper is organized as follows. Section 2 de-

scribes the numerical models and the design of the exper-

iments. In section 3, the results of TC-induced sea surface

cooling and TC forecasts are evaluated and analyzed. We

discuss the model dependency on the initial intensity error

and horizontal grid spacing used to define the surface

maximumwind speed in section 4. Finally, in section 5, our

conclusions are summarized.

2. Experimental design

a. Numerical model

The JMA nonhydrostatic model is used for high-

resolution calculations of atmospheric components in

this study (Saito et al. 2006; Saito 2012). Model configu-

rations are similar to the JMA operational regional fore-

cast system except that the lateral boundary conditions

are coarsely interpolated in this work and forecast time

(FT) is extended from 39h to 3 days [see Japan Meteo-

rological Agency (2014) for details]. This model employs

a horizontally explicit and vertically implicit scheme as

a dynamical core with six-category bulk microphysics

(Ikawa and Saito 1991) and the modified Kain–Fritsch

convective scheme. Boundary layer turbulence is solved

by theMellor–Yamada–Nakanishi–Niino level-3 closure

model (Nakanishi and Niino 2004) and surface fluxes

are calculated by the scheme of Beljaars and Holtslag

(1991). The horizontal grid spacing is 5km on a Lambert

conformal projection plane with a vertical representation

of 50 layers up to 22km. The time step is 24 s. We refer to

this nonhydrostatic model of the atmosphere as AMSM.

CMSM is very similar to AMSM except that a verti-

cally one-dimensional upper-ocean model developed by

Price et al. (1986) is coupled with a grid of the lowest

atmospheric layer over the ocean. The diagnostic vari-

ables of the upper-ocean model are ocean temperature,

salinity, and horizontal components of current velocity.

In this model, vertical mixing is calculated by a parame-

terization scheme satisfying the criteria of density strati-

fication, bulk Richardson number, and gradient

Richardson number. Input variables are longwave and

shortwave radiation, sensible and latent heat fluxes, and

wind stress calculated from the surface wind and drag

coefficient. In reality, sea surface stress is affected by

ocean coupling due to changes in the wind speed relative
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to the sea surface current. However, we do not account

for this effect because the wind speed is sufficiently larger

than the sea surface current (see Fig. 4, described in

greater detail below).

CMSMcaptures sea surface coolingdue to shear-induced

vertical mixing referred to as the one-dimensional pro-

cess in addition to sensible and latent heat exchange.

This one-dimensional process follows the local inertial

oscillations that have a strong influence on the wake

of the storm (Price 1981; Price et al. 1994). In other

words, three-dimensional processes such as horizontal

advection, Ekman pumping, and inertial-gravity wave

propagation are not included. Sea surface cooling is re-

produced reasonably well by the one-dimensional pro-

cess unless the TC translation speed is slower than

5m s21 (Yablonsky and Ginis 2009). The rationale for

using the one-dimensional model as a first-order ap-

proximation is that the translation speed is usually faster

than 5m s21 in this study area (see Fig. 4, described in

greater detail below), although sea surface cooling may

be underestimated in other cases.

The vertical grid spacing of the upper-ocean model is

5m. We assume that if the bathymetryH is deeper than

400m, the bottom depth is set to 400m in order to save

computational time. The upper-ocean model is not

coupled if the bathymetry is shallower than 50m. The

bottom temperature and salinity are fixed, and the time

step of the upper-ocean model is 10min. The upper-

ocean model provides the updated SST to the atmo-

spheric model every 10min for a given surface wind

vector, drag coefficient, and surface heat flux, including

longwave and shortwave radiation. The simple physics,

configuration, and long time step of the upper-ocean

model increase the computational time only by about

1% relative to the original AMSM.

The results ofAMSMandCMSMare compared to the

TC intensity forecasts based on GSM preserved in file

storage at JMA. GSM employs primitive equations and

incorporates the Arakawa–Schubert scheme and the

Mellor–Yamada level-2 closure scheme. In the hori-

zontal coordinate, prognostic variables are spectrally

discretized using triangular truncation at wavenumber

T959. The corresponding transform grids cover about

0.18758 in both latitude and longitude (approximately

20 km). In the vertical grid, the model has 60 layers up to

0.1 hPa. Note that we compare the results to the GSM

output and not to the GSM-based guidance.

b. Initial and boundary conditions

The initial states of AMSM and CMSM are provided

by the JMA nonhydrostatic model–based variational

data assimilation system (JNoVA; Honda and Sawada

2009), while the initial states of the GSM are given by

the GSM-based variational data assimilation system

(JapanMeteorological Agency 2014). TC bogus data are

ingested as observations in these data assimilation sys-

tems. Lateral boundary conditions of AMSMandCMSM

are given by the GSM forecast interpolated on 16 pres-

sure levels at a time interval of 6 h. This approach is dif-

ferent from the JMAoperational regional forecast system

that uses 50 model levels at a time interval of 1 h as the

lateral boundary conditions. The initial SSTs in GSM,

AMSM, and CMSM are obtained from the Merged Sat-

ellite and In-situ Data Global Daily SST (MGDSST)

used by JMA (Kurihara et al. 2006; JapanMeteorological

Agency 2014). SSTs during the forecast period in AMSM

andGSMare unchanged (except for a very small seasonal

change in GSM based on the climatology). In contrast,

the SST in CMSM is dynamically changed as a response

to atmospheric forcing.

We construct the initial oceanic state in CMSM as

follows. First, we calculate the daily climatology

obtained from the monthly mean climatology data of

temperature and salinity in theWorldOcean Atlas 2009

(Locarnini et al. 2010; Antonov et al. 2010) by linearly

interpolating the climatology in time onto a day of the

month. Then, we define the mixed layer as a layer with

a density difference of less than 0.125 kgm23 from the

surface. That SST anomaly with respect to the daily

climatology is assumed to be the same as the temper-

ature anomaly within the mixed layer. The initial ocean

temperature beneath the ocean mixed layer and the

ocean salinity are set to the daily climatology, although

recent studies have reported that the subsurface oce-

anic state has a large impact on TC intensity (Lin et al.

2005, 2008; Yablonsky and Ginis 2009; Shay 2010;

Lloyd and Vecchi 2011). The initial ocean current is

considered to be at rest for simplicity. We perform

a forecast experiment with this simple setting as a first

step toward clarifying the contribution from ocean

coupling.

In this setting, some imbalances are introduced at the

initial time due to ocean temperature anomalies within

the mixed layer and the use of a one-dimensional model

that cannot achieve geostrophic balance. These imbal-

ances do not incur the notable initial shock in the current

experiment. However, they should be corrected in fu-

ture works by employing a three-dimensional ocean

model with a more realistic ocean reanalysis dataset for

the initial conditions.

c. Verification

The calculation domain is the same as that used in the

JMA operational regional forecast as of 2012. The

domain has 7213 577 grid points with a grid spacing of

5 km and includes Japan and its surrounding areas
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(Fig. 1; http://www.jma.go.jp/jma/jma-eng/jma-center/

nwp/specifications_models.pdf).1 We regard the calcu-

lation domain, excluding the region within 500 km from

the lateral boundary, as a verification region (Fig. 1).

Figures 2a and 2b indicate the estimated mean dynamic

topography above the geoid and the exemplar sea surface

height anomalies, respectively, during September 2010

with respect to a 20-yr mean profile (1993–2012), which is

obtained from Archiving, Validation, and Interpretation

of Satellite Oceanographic data (AVISO). It shows that

the Kuroshio passes south of Japan and that there are

some warm and cold eddies in the southeast part of the

study area, particularly around the Kuroshio Extension

region.

We conduct 3-day forecast experiments by running

AMSM and CMSM four times a day at 0000, 0600, 1200,

and 1800 UTC for all of the TCs from April 2009 to

September 2012 (42 months) when the TC center posi-

tion is located in the verification region according to the

Regional SpecializedMeteorological Center Tokyo best

track (hereafter referred to as RSMC best track).

There is no consensus on the best method for com-

paring a wind speed obtained from numerical models

with the maximum speed of an actual 10-min sustained

surface (10-m height) wind in reality. This lack of con-

sensus is due to disagreement over the model represen-

tation: the horizontal grid spacing (Walsh et al. 2007); the

time representativeness, including the temporal period

for calculating an average; and the use of physical pa-

rameterization such as a cloud parameterization scheme

or a bulk scheme for a surface boundary layer model that

represents a time-mean state. To define surface maxi-

mum wind speed Vmax in AMSM and CMSM for com-

parison with GSM, we use a snapshot maximum of the

43 4 gridboxmean (20 km3 20 km).Weobtain the 10-m

height wind speed by applying dimensionless stability

functions to the wind speed at the atmospheric lowest

model layer (20-m height). The dependency of TC in-

tensity on the horizontal gridbox size is investigated in

section 4b.

We regard the storms in AMSM and CMSM as TCs

if the threshold of 850-hPa wind velocity exceeds

21.5m s21, which roughly corresponds to 17.2m s21 at

the surface (Franklin et al. 2003). To exclude mid-

latitude extratropical cyclones, we also use the structural

requirement that a sum of the temperature deviations at

300, 500, and 700 hPa above the center exceeds 2K, as in

Oouchi et al. (2006). This ensures that the storms have

a warm core.

To trace the translating TCs in AMSM and CMSM,

we use criteria similar to those used by the Working

Group onNumerical Experimentation (WGNE), jointly

established by the World Climate Research Programme

(WCRP) Joint Scientific Committee (JSC) and the

World Meteorological Organization (WMO) Commis-

sion for Atmospheric Sciences (CAS), Intercomparison

of TC Track Forecasts (Sakai and Yamaguchi 2005).

The TC position error is defined as an absolute distance

between the RSMC best track and the corresponding

predicted TC position. The predicted TC position is

defined as the location of the minimum sea level pres-

sure Pmin at 6-h intervals within 500 km from the guess

point. The guess point for each FT is determined as

follows: 1) Initial time and FT 5 6 h, the RSMC best

track position; and 2) FT 5 12 h or later, a linearly ex-

trapolated position from the last two forecast positions.

The guess point is used to avoid falsely detecting the

local Pmin point away from the presumable storm as the

TC center. In the case that there are no Pmin points

satisfying the criteria of a TC, the tracking is terminated.

Forecast skill is not evaluated if there is a TC in the

numerical model without the corresponding best-track

data, and vice versa.

The total numbers of TCs and forecast experiments

are 34 and 281, respectively. Corresponding TC trajec-

tories in the RSMC best track are plotted in Fig. 1.

Table 1 indicates that the numbers of cases during each

forecast time are very similar among GSM, AMSM, and

CMSM for the same verification time. This is partly

because TC track prediction is not substantially influ-

enced by the use of the high-resolution model and

the coupling with the upper-ocean model as shown in

section 3c. Figure 3 provides the average and standard

FIG. 1. The domain used in this experiment. The thick box in-

dicates the verification region. The thin lines indicate TC positions

from RSMC best track that are used in this study.

1 In March 2013, the domain in the JMA operational regional

forecast was extended to 817 3 661 grid points.
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deviations of Pmin of the TCs used in this study based on

the RSMC best track. Figure 3 shows that the TCs tend

to decay and standard deviations of the TC intensities

shrink with increasing forecast time for the study area.

3. Results

a. Oceanic state

First, an oceanic response to TC-related wind forcing

in CMSM is briefly summarized to validate the quality of

the ocean coupling. Figure 4 shows a composite of the

SST changes at FT 5 36 h (relative to the initial SST at

the same geographical point). In Fig. 4, the coordinate

represents the along- and cross-track distances centered

at the TC position at FT 5 36 h, in which a direction of

TC motion is determined by the difference between the

TC positions at FT 5 30 and 36 h. The results are clas-

sified into three groups according to the TC translation

TABLE 1. Number of cases used in the verification.

FT (h) GSM AMSM CMSM

0 281 281 281

6 252 248 248

12 221 217 217

18 193 189 190

24 164 161 160

30 139 139 138

36 118 117 117

42 95 96 95

48 79 76 75

54 63 60 59

60 47 45 45

66 36 34 34

72 28 26 25

FIG. 2. (a) Estimate of the ocean mean dynamic topography (m; MDT_CNES-CLS09_v1.1) and (b) exemplary

monthly mean map of the sea level anomaly (cm) during September 2010 from AVISO. MDT_CNES-CLS09 was

produced by the Collecte Localisation Satellites (CLS) Space–OceanographyDivision and distributed byAVISO, with

support from theCentreNational d’Études Spatiales (CNES; http://www.aviso.oceanobs.com/). The altimeter products

were produced by Segment Sol multimissions d’ALTimétrie, d’Orbitographie et de localisation précise/Data
Unification and Altimeter Combination System (SSALTO/DUACS) and distributed by AVISO, with support from
CNES (http://www.aviso.altimetry.fr/duacs/).

FIG. 3. Composite mean of Pmin at each verification time with its std

dev (hPa) according to the RSMC best track used in this study.
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speed: slow (,5m s21), medium (5–9m s21), and fast

(.9m s21) cases.

Figure 4 shows that sea surface cooling is maximized

in the right-rear quadrant. As the TC translation speed

increases, the location of the maximum cooling moves

away from the center. The magnitudes of the maximum

sea surface cooling are 1.6, 1.8, and 1.1K in the slow-,

medium-, and fast-translating TCs, respectively. These

results indicate that the slow-translating TCs do not

produce the largest cooling. One possible reason for this

is that there is a difference in the underlying oceanic

conditions. Figure 5 displays the ocean temperature

beneath the TC position at FT 5 0 h averaged over the

region within 500 km from the TC center position at

FT 5 36 h. Initial ocean temperature decreases rapidly

in the vertical direction (0–20m) beneath TCs trans-

lating at medium and fast speeds, which contributes to

larger sea surface cooling.

A composite of horizontal current at the surface cal-

culated from the upper-ocean model is plotted in Fig. 4.

The upper-oceanmodel used in this study ‘‘locally’’ (i.e.,

no interaction with horizontally adjacent grids) calcu-

lates the horizontal current rotating in a clockwise di-

rection due to the inertial oscillations. Because the wind

stress vector also rotates clockwise on the right-hand

side of the TC pathway, the vector is roughly resonant

with the current velocity in the right-rear quadrant

(Price 1981). The resultant strong current causes a rela-

tively deep mixing and marked sea surface cooling

(Price 1981; Price et al. 1994). These features are con-

sistent with previous studies that have described the

oceanic responses to TC-like wind forcing (e.g., Price

1983; Ginis and Sutyrin 1995; Jacob et al. 2000; Lin et al.

2005, 2008; Yablonsky and Ginis 2009).

To validate the quality of the coupled model further,

we compare the SST to in situ observations. We derive

Argo float–based SST, or SSTArgo, by vertically averaging

ocean temperature from the surface to 10-m depth. These

data are compared with the corresponding model output

at the same location and time. A float is employed for

validation if the Argo float is located within 500km

(1000 km) from the TC center in the RSMC best track.

We used the dataset known as delayed mode data, which

FIG. 4. Sea surface cooling (K; shading) at FT5 36 h (relative to the initial time) in the storm-centered coordinate classified into three

groups according to the TC translation speed: (left) slow (,5m s21), (middle)medium (5–9m s21), and (right) fast (.9m s21). Horizontal

components of the surface current (m s21) are overplotted in the vector. Unit vector is given (right) and values are the averages ofVmax in

each group.

FIG. 5. Ocean temperature profile (8C) at FT5 0 (solid lines) and

36h (broken lines) averaged over the region within 500km from TC

center position at FT 5 36h for the slow- (red), medium- (black),

and fast-translating (blue) TCs. Vertical axis is the depth (m).
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had already been subject to sufficient quality control. This

dataset is compared to SSTs obtained from the coupled

(Cpl) model (CMSM) SSTCpl and SSTs originally used

in the atmospheric (Atm) models GSM and AMSM

SSTAtm. The number of available floats within 500km

(1000km) is 36 (145) at FT 5 24 h, 18 (68) at FT 5 48h,

and 12 (44) at FT5 72 h. Here, the depth-averaged ocean

temperature inArgo floats was compared with the SST in

CMSM instead of the depth-averaged (from surface to

10-m depth) ocean temperature in CMSM. This differ-

ence caused only a negligible change in the root-mean-

square error (RMSE) and a mean bias in the SST of less

than 0.1K throughout the forecast time. Please remember

that there is no spinup run for initializing the oceanic state

in CMSM. Therefore, the difference between AMSM

and CMSM purely reflects the sea surface cooling at the

forecast time.

Figure 6a shows the RMSEs in SSTAtm and SSTCpl,

where anArgofloat is deployed. TheRMSEs in SSTCpl are

smaller than those in SSTAtm. In particular, the CMSM-

derived SST is more consistent with in situ observations

with increasing forecast time. The RMSEs in SSTCpl are

smaller by about 40% at FT 5 72h in comparison with

those in SSTAtm.

The difference in RMSE between SSTAtm and SSTCpl

is partly explained by a positive SST bias. Figure 6b

shows the composite mean bias in SSTAtm and SSTCpl

with respect to SSTArgo. A positive bias of 0.6K is found

at the initial time. The positive SST bias at the initial

time may be due to signals with a period of shorter than

27 days that are cut off in MGDSST in order to diminish

noise in this range (JapanMeteorological Agency 2014).

This omission may reduce the signature of the sea sur-

face cooling associated with the TC passage. The posi-

tive bias increases from 0.6 to 1.0K in SSTAtm with

increasing forecast time. On the other hand, the mean

bias of SSTCpl is considerably closer to 0K, suggesting

that the upper-ocean model reasonably reproduces the

mean sea surface cooling during the TC passage. Hence,

the TC intensity in CMSM is expected to be closer to

that of the corresponding best track, as is demonstrated

in the next subsection.

b. TC intensity

Figure 7a shows the RMSEs in Pmin for GSM, AMSM,

and CMSM relative to the RSMC best track. CMSM

generally exhibits the best forecast skill among the three,

and the high-resolution models (AMSM and CMSM) are

better than GSM throughout the forecast time. The dif-

ference between AMSM and CMSM is noticeable at

FT5 36h and later. The rates of improvement in CMSM

relative toGSM(AMSM) are 10.9% (3.4%) at FT5 24h,

27.4% (21.3%) at FT 5 48h, and 40.5% (28.9%) at

FT5 72 h. RMSEs in AMSM and GSM steadily increase

with increasing forecast time, while RMSE in CMSM

tends to saturate.

Figure 7b shows that the RMSE inVmax is generally the

smallest in CMSM throughout the forecast time. The

initial error ismuch smaller in the high-resolutionmodels.

The forecast skill of GSM improves more than that of

AMSM after FT5 24h. The RMSE in AMSM increases

with increasing forecast time, while those in GSM and

FIG. 6. (a) RMSE of the SST used in the atmosphericmodel (red) and coupledmodel (blue) relative to Argo floats.

Solid (broken) lines indicate theRMSE against theArgo floats within a distance of 500 (1000) km from the TC center

position in the RSMC best track. (b) As in (a), but for mean bias of SST.
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CMSM do not. The rates of improvement in CMSM

relative to GSM (AMSM) are 6.2% (8.1%) at FT 5
24 h, 12.8% (19.5%) at FT 5 48 h, and 18.9% (27.9%)

at FT 5 72 h. The RMSE in AMSM steadily increases

with increasing forecast time, while that in CMSM

tends to saturate or even decrease during the later

period of the forecast time.

Generally, Fig. 7 indicates that CMSM outperforms

GSM and AMSM in the forecasting ability of both Pmin

andVmax. BecauseRMSE is the square root of the sum of

the squared mean bias and residual, we proceed to in-

vestigate the mean biases in GSM, AMSM, and CMSM.

Figure 8 shows themean biases of Pmin andVmax. TCs are

weakly reproduced at the initial time in all of the models

although this situation is slightly improved inAMSM and

CMSM on average. This is because a better initial value

that is generated by the high-resolutionmodel-based data

assimilation system, JNoVA, is used in AMSM and

CMSM.

Figure 9 shows scatterplots for Pmin and Vmax at the

initial time for both the models and the best track. The

intensities of strong TCs are not well reproduced in

GSMat the initial time. The reproduction is improved in

the high-resolution models (AMSM and CMSM). The

FIG. 7. RMSE of (a) Pmin and (b) Vmax relative to the RSMC best track. The results are shown for GSM (green),

AMSM (red), and CMSM (blue).

FIG. 8. Composite mean bias for (a) Pmin and (b) Vmax in each forecast time.
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initial mean bias of Pmin is 10.3 hPa in GSM (6.4 hPa in

AMSM and CMSM) for the strong TCs (Pmin ,
970 hPa), while it is 2.2 hPa in both GSM and the high-

resolution models for the weak TCs (Pmin . 970 hPa).

This indicates thatPmin of weak TCs is slightly high in all

the models at the initial time, while Pmin of strong TCs

is better reproduced in the high-resolution models. As

for Vmax, the initial mean bias is 23.5m s21 in GSM

(23.8m s21 in AMSM and CMSM) for strong TCs

(Pmin , 970hPa), while it is 21.2ms21 (20.8ms21 in

AMSM and CMSM) for the weak TCs (Pmin . 970hPa).

However, as indicated in Fig. 9c, the correlation coefficient

between Vmax in the model and the corresponding value

in the best track is as low as 0.27 in GSM for the intense

TCs, while it is 0.66 in AMSM and CMSM. These facts

reveal that the TC intensity is more consistent with the

high-resolution models.

In the later period of the forecast,Pmin becomes too low,

particularly in the noncoupled models (Fig. 8a). Themean

bias is 6hPa at FT 5 48h and 10–12hPa at FT 5 72h.

Figure 8b shows that Vmax is too strong in AMSM, while

the mean bias is relatively small in CMSM. This over-

intensification in the later period of the forecast is highly

suppressed in CMSM accompanied by sea surface cooling.

The mean bias of Pmin (Vmax), on average, decreases by

about 4hPa (2ms21) at FT 5 48h and 6hPa (2ms21) at

FT5 72h relative to AMSM. This substantially improves

the TC intensity forecast skill of CMSM. At FT 5 36h,

FIG. 9. (a),(b) Scatterplot of Pmin at FT 5 0 h. The marks indicate the Pmin of the RSMC best track and the

corresponding model output in GSM (a) and high-resolution models (AMSM and CMSM) (b). (c),(d) As in (a),(b),

but for Vmax.
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GSM exhibits better skill for Vmax determination in terms

of RMSE than CMSM does. This is partly because the

mean bias is nearly zero in GSM as it turns into a positive

bias. Here, we do not show the details of the residual term,

but the residual term of RMSE is the smallest in CMSM

for most of the forecast time, for both Pmin and Vmax

(figures not shown).

It is interesting thatGSMexhibits comparable or better

skill than AMSM during the later period. This result can

be explained by the magnitude of overintensification. A

fine-mesh calculation usually yields more intense TCs by

resolving the inner-core structure that may lead to the

severe overintensification of the storm in AMSM relative

to GSM (Fig. 8). This implies that the use of high-

resolution models without coupling to an ocean model

may degrade the TC intensity forecast skill. Meanwhile,

overintensification in the high-resolution model is much

suppressed by sea surface cooling following the realistic

reproduction of SST.

In summary, although TCs are weakly reproduced

initially, their reproduction is improved in the high-

resolution models for strong TCs. TCs tend to become

overintensified with increasing forecast time if the model

is not coupledwith anoceanmodel. Sea surface cooling in

CMSM suppresses the unrealistic intensification of TCs

and contributes to more realistic TC intensity prediction.

The benefits of high-resolution coupled models are very

robust in terms of TC intensity forecasts based on a large

number of samples.

It is interesting that the RMSEs in CMSM show

a saturating or decreasing trend for Pmin and Vmax with

increasing forecast time. One reason for this trend is

that the variability in TC intensity tends to shrink

(Fig. 3). Because the mean bias is kept small in CMSM,

RMSE is also kept nearly constant. In contrast, the

error in TC intensity forecast with AMSM grows along

with the increasing mean bias during the later period of

the forecast.

To further assess the quality of the TC intensity fore-

casts, the relationship of pressure–wind speed at FT5 0h

is displayed in Fig. 10a forGSM,AMSM,CMSM, and the

RSMC best track. The solid lines indicate the second-

order polynomial fit to the data points. For the intense

TCs, Pmin in GSM is much higher than that in the best

track for a given Vmax. These cases are mostly seen in the

2009 data. This may be attributed to the old JMA bogus

scheme used until October 2009 that had introduced

a steep horizontal gradient and caused an unrealistic de-

formation of the initial fields for some TCs (Kosaka and

Okagaki 2010). In contrast, the initial TC Pmin–Vmax re-

lationship is represented accurately in the high-resolution

models. Excluding FT 5 0h, the relationship is reason-

ably captured by all the models (Fig. 10b). On closer in-

spection, Pmin in the numerical models is likely to be

slightly high (low) for a givenVmax for strong (weak) TCs.

This is in contrast to previous studies. For example,

Manganello et al. (2012) used a grid spacing of 10km that

showed thatPmin is slightly low for a givenVmax for strong

TCs.

We stratify the results of the Pmin forecast at FT 5
48 h into five groups according to the intensity change

in the best-track data that is defined as the difference in

Pmin between FT 5 24 and 48 h in order to check the

dependency (Table 2). As previously observed, most

FIG. 10. Scatter diagram of Vmax (ms21) and corresponding Pmin (hPa) in GSM (green), AMSM (red), CMSM (blue),

and theRSMCbest track (black) for (a) FT5 0 and (b) FT. 0h. Solid lines of the corresponding colors show the second-

order polynomial fit to the data points. Note that the initial conditions in AMSM are the same as in CMSM.
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TCs are decaying in this region. The bias in CMSM is

smaller than that in GSM and AMSM regardless of the

rate of decay. This indicates that the coupling with the

ocean model improves the decaying TC intensity pre-

diction. Nevertheless, TC intensity in a developing

stage is not predicted well, particularly in CMSM, al-

though the number of cases is small. These include one

case for Typhoon Talas (2011), four cases for Damrey

(2012), and one to two cases for Haikui (2012). As for

Talas, in which the intensity bias is the largest, a TC in

all models makes its landfall too early (figures not

shown). This leads to unrealistically weak TCs at the

verification time in the numerical models. In the other

cases, the TC track and initial TC intensity are repro-

duced reasonably well. One possible explanation is that

the intensity of developing TCs is not fully reproduced

without using a horizontal grid spacing of less than 2 km

(Davis et al. 2008). However, the detailed analysis of

this possibility is left for future work.

c. Track forecast skill

While the main scope of the current work is TC in-

tensity forecasts, it is worth investigating the impact of

the high-resolution model and ocean coupling on the

TC track forecast skill based on large samples. If the

track forecasts vary significantly, TC intensity is also

influenced by changes in environmental conditions.

Figure 11 represents the TC track forecast skill. Here,

GSM is better than AMSM and CMSM. AMSM is

better than CMSM, although the difference is not large.

This is partly because the initial TC position is more

consistent with the best track in GSM. Another possi-

ble reason is that the lateral boundary conditions in

AMSM and CMSM are coarsely interpolated in time in

this study so that the forecast of large-scale flow pattern

is degenerated.2

Figure 12 shows TC center positions at FT 5 36 h for

each experiment in AMSM, CMSM, and GSM relative

to the RSMC best track. The data are stratified in the

along- and cross-track coordinates, as in Fig. 4. This

shows that AMSM and CMSM have positive biases in

the along-track direction, while a negative bias is found

in GSM. On closer inspection, the mean TC positions in

CMSM are located slightly to the left (about 14 km) of

the storm motion in comparison with that in AMSM.

This implies that the ocean coupling slightly deflects the

TC position to the left because sea surface cooling on the

right-hand side is not favorable for the storm. Although

this difference tends to increase when increasing the

forecast time, the mean TC position difference between

AMSM and CMSM is less than 20 km throughout the

forecast period (figures not shown). In some cases, the

position differences among GSM, AMSM, and CMSM

are a few hundred kilometers. However, the large-scale

environmental factors that affect the TC intensity are

not expected to be very different in many cases.

4. Discussion

a. Dependency on initial error

To further improve TC intensity forecast quality, the use

of finer grid resolution and more sophisticated physical

schemes that include better representations of the initial

TC intensity and initial environmental conditions are rec-

ommended. Among these, we can estimate the contribu-

tion of the initial TC intensity error from the current set of

experiments. Figures 13a–c show the relationships between

the initial Pmin error and the Pmin error at FT5 24, 48, and

72h in CMSM, respectively. Figures 13d–f are similar to

Figs. 13a–c, but for the Vmax error.

TC intensity forecast skill is dependent on the TC

intensity error at the initial time, particularly for a fore-

cast of less than 2 days. Based on a significant Student’s t

test, the confidence levels for the correlation coefficients

between the initial errors and the errors of Pmin (Vmax)

at FT 5 24, 48, and 72 h are .99.99% (.99.99%),

99.00% (99.98%), and 96.18% (95.03%), respectively.

This implies that a better representation of the initial TC

TABLE 2. RMSEs of Pmin at FT 5 48 h stratified according to the intensity change.

P48 h 2 P24 h

GSM AMSM CMSM

RMSE (hPa) Bias (hPa) Case RMSE (hPa) Bias (hPa) Case RMSE (hPa) Bias (hPa) Case

,0 7.8 2.6 7 8.4 3.7 6 11.9 9.2 6

0–5 11.1 26.9 26 12.9 29.3 26 8.8 3.9 26

5–10 11.9 26.8 15 11.5 25.8 13 9.6 22.8 13

10–15 15.6 211.5 12 11.2 26.6 12 8.5 22.9 12

.15 10.6 26.5 19 6.9 24.2 19 5.2 1.9 18

2 In 2003, the Numerical Prediction Division of JMA confirmed

that model performance was degenerated with increasing time

interval from 1h for its boundary condition update (J. Ishida 2013,

personal communication).
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intensity contributes to improvement of the TC intensity

forecasts in addition to the use of fine-mesh, improved

determination of initial environmental conditions, and

model physics. A better initial TC intensity can be ob-

tained from the use of fine-mesh, improved bogussing

techniques, and enhanced specification of air–sea ex-

change coefficients in the data assimilation system (Ito

et al. 2010, 2013).

b. Dependency on the gridbox size

As mentioned previously, 4 3 4 gridbox (20km 3
20km) averaged values in AMSM and CMSM are used to

define Vmax for a fair comparison with GSM in this study.

Here, we investigate the dependency of the forecast skill

on the gridbox size in AMSM and CMSM: 1 3 1, 2 3 2,

4 3 4, and 8 3 8 (Fig. 14a).

Figure 14 shows that CMSM exhibits the best forecast

skill of Vmax regardless of the choice of the gridbox size,

although there are some differences in the RMSE ofVmax.

Thus, Vmax is not very sensitive to the gridbox size. Dif-

ferences among the different gridbox sizes can be explained

by the differences in the mean bias (Fig. 14b). The mean

bias of Vmax decreases by 1ms21 between the 1 3 1 grid-

point value and the 8 3 8 gridbox-averaged value. The

smaller RMSEs using an 83 8 gridbox in the later period

are relevant to the smaller mean bias.

5. Summary

To improve TC intensity forecasts, a high-resolution

atmosphere–ocean coupled model is promising because

it can represent the inner-core dynamics and sea surface

cooling associated with a storm’s passage. In this work,

we conduct a set of 281 3-day forecast experiments

around Japan by using the JMA nonhydrostatic

atmospheric mesoscale model (AMSM) and AMSM

coupled with a simple upper-ocean model (CMSM) to

quantify the benefits of a high-resolution atmosphere–

ocean coupled model by using large parallel computing

resources. The calculation domain is the same as that

used in the JMA operational regional forecast as of

2012 and most TCs are in a decay stage. This study

covers all of the 34 TCs that passed through the veri-

fication region fromApril 2009 to September 2012. The

results are compared to those obtained from using the

global atmospheric spectral model (GSM), which is

the base model of the operational TC intensity guid-

ance. The horizontal grid spacing is 5 km in the high-

resolution models (AMSM and CMSM) and about

20 km in GSM.

The one-dimensional upper-ocean model used in

CMSM can address the vertical mixing alongside the sur-

face current divergence in the right-rear quadrant of the

TC position. We assume that the anomaly of the initial

ocean temperature in themixed layer is the same as that of

SST and that the remaining oceanic conditions follow the

climatology. Even though the configuration of the ocean is

quite simple, the resultant sea surface cooling is consistent

with previous studies. The mean bias of SST in CMSM is

nearly zero with respect to the Argo floats on average. In

contrast, the original SSTs used in AMSM and GSM are

FIG. 11. As in Fig. 7, but for the TC track forecast.

FIG. 12. TC center position at FT 5 36h for each experiment in

GSM (green), AMSM (red), and CMSM (blue) relative to theRSMC

best track. Vertical axis is the along-track distance in the direction of

the model TC motion from FT of 30 to 36h, while the horizontal axis

is the cross-track distance. Triangles indicate themean position bias in

the same color.
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higher than the observed values, particularly with in-

creasing FT.

RMSEs of both Pmin and Vmax are the smallest in

CMSM during most of the forecast period. The differ-

ence in Pmin between AMSM and CMSM is noticeable

at FT5 36 h and later. The improvement rates in CMSM

relative to GSM and AMSM generally increase with

increasing FT. The CMSM results are better than GSM

and AMSM by about 27% and 21% at FT 5 48 h in

terms of minimum sea level pressure, respectively. Re-

garding maximum wind speed, CMSM is better than

GSM and AMSM by about 13% and 20% at FT5 48 h,

respectively. RMSEs in AMSM steadily increase with

increasing forecast time, while in CMSM they tend to

saturate beyond FT 5 30 h.

TC intensities in GSM at the initial time have a low

correlation with the best track and are negatively biased.

When increasing the forecast time, the noncoupled

models (AMSM and GSM) overintensify the TCs even

with coarser grid spacing. CMSM shows the best fore-

cast skill because the strong TCs at the initial time are

better reproduced in the high-resolution model, and

overintensification is suppressed along with sea surface

cooling. The comparison between GSM and CMSM can

result from differences in the physical schemes and pa-

rameter values other than the initial conditions and

ocean coupling. Therefore, it is not easy to ascribe dif-

ferent results to individual factors. Nevertheless, this

study reveals that a high-resolution atmosphere–ocean

coupled model outperforms the TC intensity skill of the

current state-of-the-art global model that is used for the

operational TC intensity guidance.

In contrast, ocean coupling does not contribute to im-

proving the TC track forecast, at least within the current

framework of the experiments, while ocean coupling

slightly deflects the TC position to the left of the storm

motion on average. Further analysis shows that the initial

error in TC intensity can persist for a long time and that

the forecast skill of Vmax is not very sensitive to the hor-

izontal gridbox size used for defining the maximum wind

speed.

There are limitations arising from the simplified ocean

dynamics and assumptions considered in this study. For

example, warm ocean eddies that contribute to rapid TC

intensification (Lin et al. 2005, 2008; Ito et al. 2011) are not

fully incorporated into this study because the subsurface

FIG. 13. Scatter diagram of the initial Pmin errors and corresponding Pmin errors at FT5 (a) 24, (b) 48, and (c) 72 h in CMSM. (d)–(f) As in

(a)–(c), but for the initial Vmax error and the corresponding Vmax errors.
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water temperature is set to climatology. Coupling a wave

model to the atmospheric model may yield more realistic

surface roughness lengths, which are currently parame-

terized using a bulk formula. Furthermore, most of the

TCs analyzed in this study are in a decay stage and care

should be taken when applying this method to developing

TCs. The initial TC intensity error is thought to be another

important source of forecast error. It requires a sophisti-

cated data assimilation system and an improved bogussing

approach. Better choices of the physical parameterization

scheme and values of air–sea exchange coefficients are

also important factors in terms of TC intensity forecasting.

These factors can contribute to reproducing a TC vortex

that has a more realistic thermodynamic and dynamic

structure, and the role of these features remains for future

works.

Nevertheless, the set of numerical experiments shown in

this study is still meaningful. The large number of forecasts

strongly confirms that the coupled high-resolution model

reproduces a very realistic SST and therefore enhances the

TC intensity forecast skill in comparison to noncoupled

models. This leads to useful applications in the field of

disaster prevention and mitigation.
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