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A Study on Parallel Genetic Algorithms for Optimization Problems
in Distributed Environments
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This dissertation considers parallel genetic algorithms in distributed
environments to solve very large-scale optimization problems. The aim of the approach
is not only to find the efficient parallel genetic algorithms but also to summarize the
rules on how to design fast and reliable parallel GAs. We consider mainly three aspects
of the parallel GA according to the characteristic of the distributed environments. They
are communication topology, heterogeneous computing resources and the scalability.
We propose a parallel genetic local search with tree-based migration on the irregular
topologies. A parallel genetic algorithm on heterogeneous computing resources is
evaluated and we propose an iterative parallel genetic algorithm based on biased
initial population.

This dissertation is composed of six chapters. We describe briefly explanation of
each chapter as follows:

Chapter 1 mentions the background and objectives of this research work, and
shows the organization of this dissertation.

Chapter 2 explains collectively fundamental concepts to be used in this
dissertation. We firstly introduce the grid computing and its characteristics. We
describe about optimization problems and also one of the test problem generators
Gaussian functions. We give a quick introduction on genetic algorithms and describe
the classification of parallel GAs and their parameters in details.

Chapter 3 proposes a parallel and distributed computation of genetic local search
with irregular topology in distributed environments. The scheme we propose in this
chapter is implemented with a tree topology communication network established on an
irregular network where each computing element carries out genetic local search on its
own chromosome set and communicates with its parent when the best solution of
each generation is updated. We evaluate the proposed algorithm by a simulation
system implemented on a PC-cluster. We test our algorithm on four types topologies:
star, line, balanced binary tree and sided binary tree, and investigate the influence of



communication topology and delay on the evolution process. From the results, we find
that the star topology achieves the highest improvement speed among the four
topologies. However, the line topology gets the best solution among the four topologies.
Thus we can summarize the problem to design the communication topology on the real
network as follows: finding a spanning tree on the real network with maximizing the
average number of descendant nodes and minimizing the total sum of the
communication delays.

Chapter 4 evaluates a parallel genetic algorithm (GA) on the line topology of
heterogeneous computing resources. Evolution process of parallel GAs is investigated
on two types of arrangements of heterogeneous computing resources: the ascending

and descending order arrangement of computing capability. Their differences in
chromosome variety, migration frequency and solution quality are investigated. The
effects of increasing computing resources are also clarified. OQur experimental results
show that the migration is useful for the parallel GA but it should be carefully designed
if computing resources are heterogeneous. Because of the imbalance of evolution speed
among the communication demes, migration may lead to a negative influence on the
evolution process. One possible solution is to employ the ascending order arrangement
of computing resources. The migration can contribute more safely since the migration
is performed from a weaker node to a stronger one in this arrangement. The results in
this chapter can help to design parallel GAs in heterogeneous computing
environments.

Chapter 5 proposes an iterative parallel genetic algorithm with biased initial
population to solve large-scale combinatorial optimization problems. The proposed
scheme employs a master-slave collaboration in which the master node manages
searched space of slave nodes and assigns seeds to generate initial population to slaves
for their restarting of evolution process. From our results, we can say that our method
can overcome demerits of the isolated model and the migration model. In our model,
there is collaboration among computing nodes while containing the chromosome
variety also. Our approach allows us as widely as possible to search by all the slave
nodes at the beginning of the search and then focused on searching by multiple slaves
on a certain spaces that seems to include good quality solutions. Qur proposed method
can obtain good variety and good solution quality during the search.

Chapter 6 describes the concluding remarks and give the future works.
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