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Image Feature Extractions by Independent Component Analysis and Principal Component Analysis

A central problem in neural network research, as well as in statistics and signal processing, is finding a suitable
representation of the data, by means of a suitable transformation. It is important for subsequent analysis of data that the
data is represented in a manner that facilitates the analysis. This is achieved by a feature extraction process, which in
most cases is sought as a linear transformation.

Many principles and methods have been developed to find a suitable linear transformation. These methods define a
principle that tells which transform is optimal. The optimality may be defined in the sense of dimension reduction,
statistical characteristics of the resulting components, ‘interestingness’ of the basis functions or other criteria, including
application-oriented ones. In this dissertation, we shall concentrate on the problem of image feature extraction by
principal component analysis (PCA) and independent component analysis (ICA). PCA is a widely used data analysis
technique which is able to extract the principal components of the stream of input vectors. It rotates the input space in
such a way that the values of the outputs are as uncorrelated as possible and the variances of the patterns are mainly
concentrated in a few output components. On the other hand, ICA is a relatively new invention and can be seen as an
extension to PCA. ICA assumes that the input data (observation) are linear mixtures of some unknown latent variables
(sources). The mixing coefficients are also unknown. ICA ftries to rotate the input space so that the outputs are as
statistically independent as possible. The image feature extraction by ICA and PCA is motivated by results in
neurosciences which suggest that the similar principle of redundancy reduction explain some aspects of the early vision
process in the brain.

The objective of this dissertation is to cover the application of ICA and PCA to image feature extraction, mainly
spatial and color feature representation. First, we combine nonlinear PCA and a subspace classifier to extract the edge
and line features in images. Compared with standard PCA, nonlinear PCA can provide the higher-order statistics and
result in non-orthogonal basis vectors. The simulation results indicate the basis vectors from nonlinear PCA can
classify the edge patterns better than those from linear PCA. Second, we propose a novel pixel pattern-based approach
for texture classification, which is independent of the variance of illumination. Gray scale images are first transformed
into pattem maps by pattern matching. We use the basis functions learned through PCA as templates for pattern
matching. Using PCA pattern maps, the feature vector is comprised of the numbers of the pixels belonging to a
specific pattern. The new feature is quite time saving, free of the influence of illumination, and has comparable
accuracy. Third, we apply ICA to analyze the color representation of remotely sensed images. Among the three ICA
basis functions obtained from RGB color space, two are in opponent-color model by which the responses of R, G and
B cones are combined in opponent fashions. This is coincident with the idea of contrasting reflected in many color
systems. The interesting point is that there is no summation component which corresponds to illumination in other
transforms. Fourth, we apply ICA to extract the features in color histograms. PCA is applied to reduce the
dimensionality and then ICA is performed on the low-dimensional PCA subspace. The experimental results show that
the proposed method (1) significantly reduces the feature dimensions compared with the original color histograms and
(2) outperforms other dimension reduction techniques in terms of accuracy.
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