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Abstract 

Artificial intelligence (AI) techniques play a crucially important role in predicting the expected 

energy outcome and its performance, analysis, modeling and control of renewable energy. Solar energy 

usage has grown exponentially over the years. In the face of global energy consumption and increased 

depletion of most fossil fuel, the world is faced with the challenges of meeting the ever-increasing energy 

demands, also utility companies who provide solar energy have a challenge of unstable input of solar 

energy to the grid due to its intermittent nature, unlike other sources, hence the difference be- tween 

expected generation and actual generation, demand and supply can lead to an unbalanced grid. 

Therefore, incorporating accurately machine learning technology to predict the expected outcome of so- 

lar energy from the intermittent solar radiation will be crucial to keep a balance grid operation between 

supply and demand, production planning and energy management especially during installations of a 

photo-voltaic power plant. However, one of the major problems of forecasting is the algorithms used to 

control, model, and predict performances of the energy systems which are complicated and involves 

large computer power, differential equations, and time series. Also having unreliable data (poor quality) 

for solar radiation over a geographical location as well as insufficient long series can be a bottleneck to 

actualization. To overcome these problems, we employ the anaconda Navigator (Jupyter Notebook) for 

machine learning which can combine large amounts of data with fast, iterative processing and intelligent 

algorithms allowing the software to learn automatically from patterns or features to predict the 

performance and outcome of Solar Energy which in turns enables the balance between supply and 

demand on loads, efficient operation of the utility company as well as enhances power production 

planning and management. 

Firstly, the thesis describes the need for alternative source of energy generation in developing 

countries.  Most of the developing nations are facing low or no power supply especially in the rural 

areas.  It shows the implementation of the micro-grid system, a battery storage device which is used for 

the modeling process to charge and discharge current, during high and low radiation of the solar energy 

respectively. Also, the use of a boost converter was considered to step up the DC current from the sun 

and maintain the output voltage, a bi-directional converter was used to allow two-way flow of current to 

charge and discharge the battery current. In the final stage an inverter with an inductor-capacitor-inductor 

filter (LCL) filter is used to convert current from DC to AC and filter harmonics considering the two main 

properties of the synchronous generator inertia and damping which is embedded in the controller of the 

inverter to provide more stability to the micro-grid. 

Secondly, the thesis describes its main research which focuses on forecasting the output power of 

solar systems is required for the good operation of the power grid or for the optimal management of the 

energy fluxes occurring into the solar system. Before forecasting the solar systems output, it is essential 

to focus the prediction on the solar irradiance. The global solar radiation forecasting can be performed 

by several methods; the two big categories are the cloud imagery combined with physical models, and 

the machine learning models. In this thesis, the regression approach and time series methodology for 

prediction is used, the performance ranking of such methods is complicated due to the diversity of the 

data set, time step, forecasting horizon, set up and performance indicators. 

Finally, the proposed methods are being summarized. Scopes of future research have also been 

described. 
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Chapter 1 

Introduction 

 
1.1 Background 

1.1.1 History 

The global shift towards renewable energy sources (RES) has driven the development of photo-voltaic 

(PV) panels. For example, the costs of producing electricity from PV panels have dropped significantly, 

while simultaneously increasing the energy conversion efficiency. More specifically, the leveled cost of 

electricity of large- scale PV panels has decreased between the years of 2010 and 2017 [1]. The decreased 

cost and increased efficiency have made PV panels a competitive alternative as a RES in many countries 

[2]. However, since PV panel energy output depend on weather conditions such as cloud cover and solar 

radiance, the energy output of the PV panels is unstable. To understand and manage the output variability 

is of interest for several actors in the energy market. In the short-term (0-5 hours), a transmission system 

operator is interested in the energy output from PV panels to find the adequate balance for the whole 

grid, since over- and under-producing electricity often results in penalty fees. On another side of the 

spectrum, electricity traders are interested in long time horizons, ordinarily, day-ahead forecasts since 

most electricity is traded on the day-ahead market. Consequently, the profitability of these operations 

relies on the ability to forecast the fluctuating solar PV panel energy output accurately. It is likely, as 

more countries decide to invest more and more in RES, that the use of solar PV panels will continue to 

increase. This will increase the need for suitable means of forecasting solar PV energy output. While the 

demand for accurate and efficient forecasts of PV panel energy output is evident, the solution is far from 

trivial. There are many complications that the current research within the field is handling. One evident 

nuisance is the inherited variation of weather, which makes accurate weather forecasting challenging. 

Parallel to the increased demand of PV power forecasting solutions, the means for forecasting with the 

help of machine learning (ML) techniques have in recent years gained in popularity relative to traditional 

time series predictive models. Al- though ML techniques are nothing new, the improved computational 

capacity and the higher availability of quality data have made the techniques useful for forecasting. This 

poses for an interesting area of research when forecasting the solar power output: How do machine 

learning techniques perform relative to traditional time series forecasting techniques? 

 
1.1.2 The necessity to predict solar radiation or solar production 

One of the most important challenges for the near future global energy supply will be the large integration 

of renewable energy sources (particularly non-predictable ones as wind and solar) into existing or future 

energy supply structure. An electrical operator should ensure a precise balance between the electricity 

production and consumption at any moment. As a matter of fact, the operator has often some difficulties 

to maintain this balance with conventional and controllable energy production system, mainly in small 

or not interconnected (isolated) electrical grid (as found in islands). The reliability of the electrical 

system then become dependent on the ability of the system to accommodate expected and unexpected 
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changes (in production and consumption) and disturbances, while maintaining quality and continuity of 

service to the customers. Then, the energy supplier must manage the system with various temporal 

horizons. The integration of renewable energy into an electrical network intensifies the complexity of the 

grid management and the continuity of the production/consumption balance due to their intermittent and 

unpredictable nature. The intermittence and the non-controllable characteristics of the solar production 

bring a number of other problems such as voltage fluctuations, local power quality and stability issues 

[3, 4]. Thus, forecasting the output power of solar systems is required for the effective operation of the 

power grid or for the optimal management of the energy fluxes occurring into the solar system [5]. It is 

also necessary for estimating the reserves, for scheduling the power system, for congestion management, 

for the optimal management of the storage with the stochastic production and for trading the produced 

power in the electricity market and finally to achieve a reduction of the costs of electricity production. 

Due to the substantial increase of solar power generation the prediction of solar yields becomes more and 

more important [8]. In order to avoid large variations in renewable electricity production it is necessary to 

include also the complete prediction of system operation with storage solutions. Various storage systems 

are being developed and they are a viable solution for absorbing the excess power and energy produced 

by such systems (and releasing it in peak consumption periods), for bringing very short fluctuations and 

for maintaining the continuity of the power quality 

 
1.1.3 Objectives 

Our objective is to automate generating prediction models for smart homes that include on-site renew- 

able. Prediction models are used by both the grid and the individual smart homes for advanced planning 

of electricity generation and consumption. Smart homes can use the models to potentially plan their 

consumption pattern to better match the power they generate on-site. The grid can use the models to plan 

generator dispatch schedules in advance as the fraction of renewable increases in the grid. Energy 

prediction must be done accurately to avoid shortage and surpluses. The more efficiently the predictions 

are the more efficiently the utility companies can operate. Nowadays solar panels are widely used to 

generate solar energy which is a very promising renewable energy source. With regards to solar elec- 

tricity providers and a grid operator, it is critical to accurately predict solar power generation for supply- 

demand planning in an electrical grid, which directly affects their profit. Predicting solar output is, how- 

ever, very difficult because solar power generation is dependent numerous weather features which is 

uncontrollable. This research proposes the technology of data mining using the anaconda navigator to be 

able to predict daily solar energy generation of any system. In this case we concentrated automatically 

generating models that correctly predicts solar energy generation based on the previous National Weather 

Service (NWS) weather forecast. Also, degradation of the solar panels is taking into consideration as 

this affects the outcome of solar energy generation. 

It is also important to benchmark different forecasting techniques of solar energy output. Towards 

this end, machine learning and time series techniques can be used to dynamically learn the relationship 

between different weather conditions and the energy output of solar systems. 

 
1.1.4 Applications of Data Mining 

There is a rapidly growing body of successful applications in a wide range of areas as diverse as: 

1. weather forecasting 

2. Analysing satellite imagery 

3. Analysis of organic compounds 

4. Automatic abstracting 

5. Credit card fraud detection 
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6. Electric load prediction 

7. Financial forecasting 

8. Medical diagnosis 

9. Predicting share of television audiences – product design 

10. Real estate valuation 

11. Targeted marketing 

12. Text summation 

13. Thermal power plant optimization 

14. Toxic hazard analysis and many more. Some examples of applications (potential or actual) are: 

15. a supermarket chain mines its customer transactions data to optimise targeting of high value 

customers 

16. a credit card company can use its data warehouse of customer transactions for fraud detec- 

tion 

17. a major hotel chain can use survey databases to identify attributes of a high-value prospect 

18. predicting the probability of default for consumer loan applications by im- proving the ability 

to predict bad loans 

19. reducing fabrication flaws in VLSI chips 

20. data mining systems can sift through vast quantities of data collected during the semicon- 

ductor fabrication process to identify conditions that are causing yield problems 

21. predicting audience share for television programmes, allowing television ex-executives to ar- 

range show schedules to maximize market share and increase advertising revenues 

22. predicting the probability that a cancer patient will respond to chemotherapy, thus reducing 

health-care costs without affecting quality of care 

23. analyzing motion-capture data for elderly people 

24. trend mining and visualization in social networks 

Applications can be divided into four main types: classification, numerical prediction, association, 

and clustering. Each of these is explained briefly below. However first we need to distinguish between 

two types of data. 

In general, we have a data set of examples (called instances), each of which comprises the values of 

a number of variables, which in data mining are often called attributes. There are two types of data, 

which are treated in radically different ways. For the first type there is a specially designated attribute, 

and the aim is to use the data given to predict the value of that attribute for instances that have not yet 

been seen. Data of this kind is called labeled. Data mining using labeled Introduction to Data Mining 5 

data is known as supervised learning. If the designated attribute is categorical, i.e., it must take one of a 

number of distinct values such as very good, good or poor, or (in an object recognition application) car, 

bicycle, person, bus or taxi the task is called classification. If the designated attribute is numerical, e.g., 

the expected sale price of a house or the opening price of a share on tomorrow’s stock market, the task 

is called regression. Data that does not have any specially designated attribute is called unlabeled. Data 

mining of unlabeled data is known as unsupervised learning. Here the aim is simply to extract the most 

information we can from the data available. 
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1.1.5 Research Question 

Based on our introductory discussion, the problem can be summarized with the following research ques- 

tion: How do time series and machine learning techniques perform in short-term (0-5 hours) forecasting 

of solar PV energy output? 

 
1.1.6 Limitations 

Some limitations were done to clarify the scope of the study. Five established prediction models were 

chosen beforehand. The models that will be implemented and compared are Lasso, ARIMA, K-Nearest 

Neighbors (KNN), Gradient Boosting Regression Trees (GBRT), and Artificial Neural Networks (ANN). 

These models have been selected based on their tendency to perform well in previous research of energy 

forecasting. The focus will be placed in bench marking ML and time series techniques. Many of the 

above models are generic and therefore do most of them have a wide range of different model set-ups. 

The aim is to give a general overview of the relative performance of the methods rather than investigating 

a specific model in depth. 

 
1.1.7 General research on Solar Power Forecasting 

Solar power forecasting is the process of gathering and analyzing data in order to predict solar power 

generation on various time horizons with the goal to mitigate the impact of solar intermittency. Solar 

power forecasts are used for efficient management of the electric grid and for power trading. 

As major barriers to solar energy implementation, such as materials cost and low conversion effi- 

ciency, continue to fall, issues of intermittency and reliability have come to the fore. The intermittency 

issue has been successfully addressed and mitigated by solar forecasting in many cases. Information used 

for the solar power forecast usually includes the Sun´s path, the atmospheric conditions, the scattering 

of light and the characteristics of the solar energy plant. 

PV production mainly depends on the amount of solar global irradiation incident on the panels, but 

that irradiation is not uniform over time. Solar resource variability and the uncertainty associated to 

forecasts are behind most of the problems that must be handled to maintain the stability of the power grid. 

A part of the fluctuations is deterministic and explained by the rotational and translational movements 

of the Earth with respect to the Sun, which are accurately described by physical equations. However, 

there also exists unexpected changes in the amount of solar irradiance arriving at the Earth’s surface, 

mainly derived from the presence of clouds, which stochastically block the Sun’s rays and grant PV 

power forecasting a certain level of uncertainty. 

The ability of precisely forecasting the energy produced by PV systems is of great importance and 

has been identified as one of the key challenges for massive PV integration (EPIA, 2012, PV GRID, 

2014). It is decisive for grid operators, since deviations between forecasted and produced energy must 

be supplied by the rest of technologies that form the energy portfolio. Some of the units that build the 

electric system act as operating reserve generators. Thus, a proper PV forecast would be able to lower the 

number of units in hot standby and, consequently, reduce the operation costs. In general, there are various 

forecasting techniques used for energy forecasting. The study emphasizes that many different time series 

and ML techniques have been used in various energy contexts. The study is based on a com- petition for 

energy forecasting and evaluates the methods used in the competition (Global Energy Forecasting 

Competition 2014). The main conclusions are that for load demand forecasting, both machine learning 

and traditional time series techniques have been widely used. Similarly, for electricity prices, a broad 

mixture of time series and ML techniques have been employed. The article also provides an outline of 

techniques used in the competition for windmills and solar PV panels power forecasting. In contrast to 

load demand and electricity prices, the span of evaluated forecasting methods for windmills and solar 

PV panels power output is narrower. There has been some use of ML techniques while traditional time 
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Figure 1.1: A Data Mining based Load Forecasting Strategy for Smart Electrical Grid. 

 
series have been used to a great extent. For solar PV panels, the Random Forest algorithm, and the 

Support Vector Machine (SVM) algorithm were used. 

 
1.1.8 The economics of forecasting 

The main purpose of improving the accuracy of solar power forecasts is to reduce the uncertainties related 

to this type of variable energy source, which would directly result in a safer and easier grid management. 

Moreover, curtailment applied to photovoltaics could be reduced (Bird et al., 2014). Plant managers also 

find motivation in issuing better predictions as they can better plan maintenance stops and generate more 

precise bids. 

 
1.1.9 Time series Algorithm 

Reikard [7] presents a work regarding short-term horizons (0 to 4 hours), in which a benchmark of various 

time series models and ML models is provided. The main finding is that for short-term prediction, time 

series methods such as ARIMA out- performed ML and other time series models. According to Reikard, 

the main reason to why the model worked better is due to its ability to capture the transitions in radiance 

over a 24-hour period. Also, in a short-term perspective, the lagged radiance value does often reflect the 

momentary weather conditions to a large extent. The momentary weather condition is unlikely to change 

dramatically over a short period (in particular during days with stable weather) and does, therefore, 

provide a relatively accurate proxy of the future short-term energy output. In conclusion, for short-term 

forecasting, ARIMA and ARIMA with exogenous inputs will be relevant models to investigate as well 

as considering the use of lagged solar energy outputs. Madsen et al. [8], compare an auto-regressive 

model (AR), a linear regression (LR) model and an AR model with exogenous input (ARX model) and 

found a superiority of the ARX model over the other models when forecasting solar power output. In the 

study, the LR and ARX model included NWP as input data while AR only used historical solar PV panel 

energy output data. This study also highlights the importance of lagged power value in the short-term, 

as concluded in the work of Reikard [7]. 
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1.1.10 Machine Learning Technique 

Coimbra and Pedro [9] conducted a study where ARIMA, ANNs and KNN models were benchmarked 

and found, in contrast to the findings of Reikard, better accuracy with the ANN than the ARIMA in 

short-term forecasting. Coimbra and Pedro did, however, predict power output of solar PV panels rather 

than solar irradiance. In the study, only historical output levels of the panels were used, i.e., no exoge- 

nous NWP data was used as input. The authors also managed to attain accuracy improvements for the 

ANN model when using a genetic algorithm (an optimization algorithm inspired by the natural selec- 

tion process) as their optimization algorithm. Ultimately, Coimbra and Pedro acknowledge the varying 

forecasting accuracy in different weather regimes. They suggest a division of data for different weather 

regimes when modeling. Here, the authors believe that fitting a specific model to a specific weather 

regime dataset may improve predictive results compared to using one fitted model to a data-set for   all 

different weather regimes. Other researchers, such as Andrade et al. [2], explored ML techniques and 

evaluated them in combination with developing features that supposedly should improve the perfor- 

mance. The main approaches used in the study were Principal Component Analysis (PCA) and a feature 

engineering methodology in combination with a Gradient Boosting Tree model. Furthermore, the authors 

used different smoothing approaches to create features from their NWP data. Specifically, the authors 

used a grid of NWP data around the location of the PV installation and computed spatial averages and 

variances of weather parameters. Besides creating features based on a local grid of points, the authors 

also computed variances for different predictors for different lead times. When constructing variance 

features based on lead times, the underlying idea was that the feature would indicate the variability of 

the weather. The main conclusion is improved results from using both PCA and feature engineering. 

According to the authors, there is a twofold knowledge gap for the further research. The first aspect con- 

cerns feature management (feature engineering feature selection) and more concretely regarding how to 

create meaningful features that improve the forecast. The second aspect concerns the issue of further 

exploring ML modeling techniques that can be implemented in combination with informative features. 

Their final comment is that deep learning techniques will be an interesting path to pursue in combination 

with proper feature management.  Davò  et al.  [10] used PCA combined with the techniques ANN and 

Analog Ensemble (AnEn) to predict solar radiance. With the aim to reduce the dimension of the dataset, 

PCA was used as a feature selection method. The dataset consists of the aggregated daily energy out- 

put of the solar radiation, measured over eight years. A comparison between using and not using PCA 

showed that using PCA in combination with ANN and AnEn enhances the prediction accuracy. Chen et 

al. present results on long-term (up to 100 hours) forecasting. The authors employed an ANN as their 

forecasting method with NWP data as input. The model was sensitive to prediction errors of the NWP 

input data and also showed a deterioration when forecasting on rainy days in particular. During cloudy 

and sunny days, the ANN model produced results with MAPEs of around 8 Persson et al. used Gradient 

Boosted Regression Trees (GBRT) to forecast solar energy generation 1-6 hours ahead. The data used 

was historical power output as well as meteorological features for 42 PV installations in Japan. 

Concerning RMSE, the GBRT model performed better than the adaptive recursive linear AR time series 

model, persistence model and climatology model on all forecast horizons. For shorter forecast horizons, 

it was shown that lagged power output values had a larger predictive ability. Similarly, for longer forecast 

horizons, the weather forecasts increased in importance. [12] Shi et al. propose an algorithm for weather 

classification and SVM to forecast PV power output on 15-minute intervals for the next-coming day. 

The weather is classified into four classes: clear sky, cloudy day, foggy day, and rainy day. The rationale 

behind the classification is correlation analysis on the local weather fore- casts and the PV power output. 

The data is thereafter normalized to reduce error and improve accuracy whilst still keeping correlation 

in the data. Four SVM models with radial basis function kernel are thereafter fitted to the four different 

weather classes. In conclusion, the result shows a way of using SVM models to train models on specific 

climatic conditions. [13] 
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Figure 1.2: Overview of Machine Learning Technique. 

 

1.1.11 Time Series Forecasting in Machine Learning Technique 

Time Series is a certain sequence of data observations that a system collects within specific periods of 

time — e.g., daily, monthly, or yearly. The specialized models are used to analyze the collected time- 

series data — describe and interpret them, as well as make certain assumptions based on shifts and odds 

in the collection. These shifts and odds may include the switch of trends, seasonal spikes in demand, 

certain repetitive changes, or non-systematic shifts in usual patterns, etc. 

All the previously, recently, and currently collected data is used as input for time series forecasting 

where future trends, seasonal changes, irregularities, and such are elaborated based on complex math- 

driven algorithms. And with machine learning, time series forecasting becomes faster, more precise, and 

more efficient in the long run. ML has proven to help better process both structured and unstructured 

data flows, swiftly capturing accurate patterns within massifs of data. 

It is safe to say that time series machine learning principles basically outperform the classical time 

series forecasting approach. Thus, traditional methods are limited to processing only previously col- 

lected, readily available demand history. In turn, ML autonomously defines points of interest in the 

unlimited flow of data to then align them with customer data insights at hand and conduct what-if anal- 

ysis. This results in particularly efficient takes on stimulating the demand in the commercial sector, for 

instance. However, this intricate predictive approach is beneficially used across numerous aspects of 

business management and optimization in most various niches. 

 
1.1.12 Applications of Machine Learning Time Series Forecasting 

Companies or organization dealing with constantly generated data and the need to adapt to operational 

shifts and changes can use time series forecasting. Machine learning serves as the ultimate booster here, 

allowing to better handle: 

 

1. Stock prices forecasting the data on the history of stock prices combined with the data on both 

regular and irregular stock market spikes and drops can be used to gain insightful predictions of 

the most probable upcoming stock price shifts. Demand and sales forecasting — customer behav- 

ior patterns data along with inputs from the history of purchases, timeline of demand, seasonal 
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Figure 1.3: Applications of Machine Learning Time Series Forecasting 

 
impact, etc., enable ML models to point out the most potentially demanded products and hit the 

spot in the dynamic market. 

2. Web traffic forecasting Common data on usual traffic rates among competitor websites is bunched 

up with input data on traffic-related patterns in order to predict web traffic rates during certain pe- 

riods. 

3. Climate and weather prediction Time-based data is regularly gathered from numerous intercon- 

nected weather stations worldwide, while ML techniques allow to thoroughly analyze and interpret 

it for future forecasts based on statistical dynamics. 

4. Demographic and economic forecasting There are tons of statistical inputs in demographics and 

economics, which is most efficiently used for ML-based time-series predictions. As a result, the 

most fitting target audience can be picked and the most efficient ways to interact with that TA can be 

elaborated. 

5. Scientific studies forecasting Machine Learning and deep learning principles accelerate the rates 

of polishing up and introducing scientific innovations dramatically. For instance, science data that 

requires an indefinite number of analytic iterations can be processed much faster with the help of 

patterns automated by machine learning. 

 
 

1.1.13 Legacy Method of Time Series Forecasting 

1. Recurrent Neural Network (RNN) RNNs process a time series step-by-step, maintaining an 

internal state from time-step to time-step. Neural networks are great in this application as they can 

learn the temporal dependence from the given data. And considering input sequences from the 

temporal perspective opens horizons for more precise predictions. However, the method is 

considered a legacy because the “education” of neural networks can be too time-consuming. 
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2. Long Short-Term Memory (LSTM) It’s kind of RNN, but while maintaining RNN’s ability to 

learn the temporal dynamics of sequential data, LSTM can furthermore handle the vanishing and 

exploding gradients problem. Thus, complex multivariate data sequences can be accurately mod- 

eled, and the need to establish pre-specified time windows (which solves many tasks that feed- 

forward networks cannot solve). The downside of overly time-consuming supervised learning, 

however, remains. 

 
1.1.14 Classic Methods of Time-Series Forecasting 

1. Multi-Layer Perceptron (MLP) Univariate models can be used to model univariate time series 

forecasting problems. Multivariate MLP models use multivariate data where there is more than one 

observation for each time step. Then, there are multistep MLP models — there is little difference 

to the MLP model in predicting a vector output that represents different output variables or a vector 

output that represents multiple time steps of one variable. This is a very widely used method that 

even outperforms LSTM in certain autoregression instances. 

2. ARIMA) Autoregression employs observations collected during previous time steps as input data 

for making regression equations that help predict the value to be generated at the next time step. 

ARIMA or an Autoregressive Integrated Moving Average model combines autoregression and 

moving average principles, making forecasts correspond to linear combinations of past variable 

values and forecast errors, being one of the most popular approaches due to that. 

3. Bayesian Neural Network (BNN) BNN models involve constructing a prior distribution and up- 

dating this distribution by conditioning on the actual data. This is particularly useful for financial 

data because of its volatile nature, as nonlinear time series forecasting with machine learning is 

enabled. BNN treats network weights or parameters as random variables, being among the most 

universally used models out there. 

4. Radial Basis Functions Neural Network (RBFNN) RBF Neural Network is based on the 

function approximation theory or supervised and unsupervised manner was used together. Similar 

to BNN, RBF models are used for forecasting nonlinear time series. RBFNN model proves to be 

best for predicting daily network traffic, which makes it pretty popular among commercial 

forecasting applications. 

5. Kernel regression or Generalized Regression Neural Network (GRNN) Generalized regression 

neural network (GRNN) is a branch of the RBF neural network. Recent research activities in 

forecasting with GRNN suggest that GRNN can be a promising alternative to the traditional time 

series model. It has shown great ability in modeling and forecasting nonlinear time series, and it 

is gradually entering the lines of multipurpose, commonly used methods. 

6. K-Nearest Neighbor Regression Neural Network (KNN) The k-nearest neighbor (k-NN) algo- 

rithm is one of the most popular non-parametric approaches used for classification, and it has been 

extended to regression. KNN is a supervised machine learning method that consists of instances, 

features, and targets components. The selection of the number of neighbors and feature selection 

is a daunting task. KNN is a simple algorithm that has been effectively used in various research 

areas such as financial modeling, image interpolation, and visual recognition. 

7. CART Regression Trees (CART) The technique is aimed at producing rules that predict the value 

of an outcome (target) variable from known values of predictor (explanatory) variables. They show 

good prediction accuracy performance, but they cannot detect and adapt to change or concept drift 

well. This approach is certainly strong in terms of unsupervised practices, but it still lacks maturity. 
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Figure 1.4: Classic Methods of Time-Series Forecasting 

 
8. Support Vector Regression (SVR) (SVM) is a supervised machine learning algorithm that can 

be used for both classification and regression challenges. The ability of SVM to solve nonlinear 

regression estimation problems makes SVM quite successful in time series forecasting. 

9. Gaussian Processes (GP) Gaussian process (GP), as one of the cornerstones of Bayesian non- 

parametric methods, has received extensive attention in machine learning time series prediction. 

GP has intrinsic advantages in data modeling, given its construction in the framework of Bayesian 

hierarchical modeling and no requirement for a prior information of function forms in Bayesian 

reference. 

 
 

1.1.15 Topical Methods of Time Series Forecasting 

Convolutional Neural Network (CNN) Although analysis of image datasets is considered their main 

field of application, convolutional neural networks can show even better results than RNNs in time series 

prediction cases involving other types of spatial data. For one thing, they learn faster, boosting the 

overall data processing performance. However, CNN’s can also be joined with RNNs to get the best of 

both worlds — i.e., a CNN easily recognizes spatial data and passes it to RNN for temporal data storing. 

Attention Mechanism This is one of the basic principles of deep learning that can be adapted in terms 

of different forecasting models. In a nutshell, it mimics the human brain in terms of focusing attention on 

specific elements that stand out from a bunch. This enables a deep neural network to concentrate only on 

relevant data points among the barrage of various inputs, boosting the efficiency of NLP and Computer 

Vision. 

Transformer Neural Networks A transformer neural network is an advanced architecture focused on 

solving sequence-to-sequence tasks. Its main goal is also to easily handle long-range dependencies. Such 

networks are quite popular in ML-based models, simplifying regression by simply customizing the loss 

function. This comes in more than handy when it comes to regressions. 
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Kaggle Kaggle is a coding and data processing environment where efficient web traffic time series fore- 

casting can be carried out. This is an engine with technical capabilities contributed by an extensive 

community of enthusiasts over the years. This makes it an efficient tool for tackling the issue of predict- 

ing future values of multiple time series. 

LightGBM This one is a widely used ML algorithm that is mostly focused on capturing complex patterns 

within tabular datasets. This results in quite efficient sales data predictions. In certain instances, Light- 

GBM outruns the classical ARIMA approach in terms of making tabular-based predictions. However, 

both should be applied in individual situations to make out the best. 

Decision Trees ML-based decision trees are used to classify items (products) in the database. Generated 

classes get dedicated multivariate time series models that help predict the future price of a certain item. 

Obviously, this one is best for commercial analyses. 

XGBoost This is the applied machine learning algorithm that works with tabular and structured data. In 

its core, lie gradient-boosted decision trees. Working with XGBoost requires one to transform time series 

datasets into supervised learning problems. But the results should be worth it. 

AdaBoost This type of forecasting algorithm is deemed as the best out-of-the-box classifier by many. 

This means that it is best used at elaborating data classifications in conjunction with other efficient 

algorithms. For instance, when used with decision trees, it learns to outline the hardest-to-classify data 

instances over time. 

 
1.2 Step-by-Step Process of Time Series Forecasting Using Machine 

Learning 

1.2.1 Preparation Stage 

1. Project goal definition Start with the comprehensive outline and understanding of minor and 

major milestones and goals. This is where preliminary research should be carried out to most 

properly tackle business area specifics. 

2. Data gathering and exploration Continuing with thorough preparation, specific data types to be 

analyzed and processed must be settled. Data visualization charts and plot graphs can be used for 

this. Data preparation and time series decomposition — specialized professionals should clean all 

involved data, gaining valuable insights and extracting proper variables. These variables can then 

be used for time series decomposition. 

 
1.2.2 Modeling Stage 

1. Forecasting models evaluation Based on all the preliminary research and prep data, different 

forecasting models are tested and evaluated to pick the most efficient one(s). 

2. Forecasting model training and performance estimation The picked machine learning 

algorithms for time series are then optimized through cross-validation and trained. 

 
1.2.3 Testing Stage 

1. Forecasting models run on testing data with known results A step necessary for making sure 

the picked algorithms do their work properly. 

2. Accuracy and performance optimization The last phase of polishing up algorithms to achieve 

the best forecasting speed and accuracy. 
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Figure 1.5: Using Machine Learning for Time-Series Forecasting 

 

1.2.4 Deployment Stage 

1. Data transformation and visualization To integrate the resulting forecasting model(s) with the 

production at hand, the gathered data must be conveniently transformed and visualized for further 

processing. 

2. Forecasting models revision and improvements Time series forecasting is always iterative, 

meaning that multiple ongoing revisions and optimizations must be implemented to continuously 

improve the forecasting performance. 

 
1.2.5 Key Challenges of Forecasting Time Series with Machine Learning Models 

The below section should give a basic idea of how a time series forecasting project is structured and 

done. However, keep in mind that you may (and will) come across certain common challenges of using 

machine learning for time series in the process. These include the following. 

 

Lack of Time-Related Data The more training data a system can extract from datasets, the higher 

predictive accuracy can be achieved. You may, however, experience a lack of seasonality/historical data 

for a target variable when working with ML, which limits the system’s learning capacity. 

Acceptable Accuracy for Model Evaluation You may have to experiment a lot in attempts to achieve 

the highest forecasting efficiency. This is where a very knowledgeable approach to evaluating the most 

accurate predictive models is a must. 

Lack of Understanding of Domain Business Processes Only experienced niche specialists can han- dle 

ML feature engineering. You simply cannot tackle forecasting using machine learning algorithms 

without proper domain expertise. 

 
1.2.6 Related Work 

Solar energy forecasts can be categorized in a variety of ways. The persistence or smart persistence 

model, which uses historical data to forecast future power generation over a short period of time, is the 
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most basic method (2-3 hours). This method can be used to set a standard against which other forecasting 

methods can be measured. In most cases, a prediction is completed in two stages. A NWP is designed 

for a specified time period and location to begin with. The generated NWP is then utilized to forecast 

power generation using forecasting algorithms. It is possible to employ a physical model, a statistical 

method, or a machine learning methodology. For prediction, ML algorithms are compared to the Smart 

Persistence (SP) approach, with ML models outperforming the SP model. The unpredictability of so- lar 

resources has hampered grid management as solar diffusion rates have increased. Unpredictability and 

intermittent electricity delivery are two of the most difficult aspects of integrating renewables into the 

system. As a result, solar power forecasting is becoming increasingly important for grid stability, optimal 

unit commitment, and cost-effective dispatch. To overcome the problem, we employ machine learning 

techniques to sift through extraordinary solar radiation predicting models. For developing pre- diction 

models, a variety of regression algorithms are tested, including linear least squares and support vector 

machines with various kernel functions. We use day-ahead sun radiation data forecasts in these tests to 

show that a machine learning approach can correctly anticipate short-term solar power. A hybrid or 

mixed forecasting method was developed by combining clustering, classification, and regression 

approaches to produce a forecasting model. Based on the weather forecast for the next day, the model 

(with the closest weather condition) is chosen to forecast the power output using cluster-wise regression 

. Renewable energy sources are progressively being integrated into electric networks alongside 

nonrenewable energy sources, posing significant issues due to their sporadic and erratic nature in order 

to address these issues, soft-computing solutions for energy prediction are essential. We apply a number 

of data mining methodologies, including preparing historical load data and analyzing the features of the 

load time series, because electricity consumption is entangled with the usage of other energy sources 

like natural gas and oil. The trends in power consumption from renewable and nonrenewable energy 

sources were examined and contrasted. A novel machine learning-based hybrid technique (SVR) uses 

multilayer perceptron (MLP) and support vector regression. Using SVM regression, solar power 

generation produces acceptable results. However, it lacks a detailed examination of solar power 

generation and meteorological data, and hence is restricted in its capacity to accurately predict other data 

sets by merely using different SVM kernels after some basic statistical data processing. 

 
1.3 Outline of Thesis 

Considering the works have been conducted, this thesis is divided into four chapters (Including this 

chapter). Each chapter outline is following- 

Chapter 2 Review previous work done on photovoltaic energy and relating it to forecasting demon- 

strates various types of forecasting techniques 24th International Conference on Electrical Engineering 

(ICEE), 2018, Korea. 
Chapter 3 The employing of the anaconda Navigator (Jupyter Notebook) for machine learning which 

can combine large amounts of data with fast, iterative processing and intelligent algorithms allowing the 

software to learn automatically from patterns or features to predict the performance and outcome of  

Solar Energy which in turns enables the balance between supply and demand on loads. showing results 

of predicted result from learned data Applied Intelligence. 

Chapter 4 is decorated with concluding remarks and future research based on the recent interests for 

artificial intelligence with relation to solar energy system. 
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Chapter 2 

Previous Research and Methods of Data 

Mining 

 
2.1 Background 

Data accumulation of solar energy generation has been on a steady rise at an almost unimaginable rate 

from a very wide variety of sources from general solar radiation emitted every day to its usage by solar 

converters for energy generation. The use of data mining cannot be overemphasized alongside advances 

in storage technology, which increasingly make it possible to store such vast amounts of data at relatively 

low cost whether in commercial data warehouses, scientific research laboratories or elsewhere, has come 

a growing realization that such data contains buried within it knowledge that can be critical to a company 

growth or decline, knowledge that could lead to important discoveries in science, knowledge that could 

enable us accurately to predict the weather, solar outcomes, natural disasters and more. Yet the huge 

volumes involved mean that most of this data is merely stored never to be examined in more than the 

most superficial way, if at all. It has rightly been said that the world is becoming data rich but knowledge 

poor. Solar energy is increasing exponentially making it one of the most popular renewable forms of 

energy. The irradiance is a measure of the energy available to enter a solar PV system, if the irradiance 

of a location is known over a period, it can be used to predict future solar energy generation at that 

location. 

An electrical operator should ensure a precise balance between the electricity production and 

consumption at any moment. This is often very difficult to maintain with conventional and controllable 

energy production system, mainly in small or not interconnected (isolated) electrical grid (as found in 

islands). Many countries nowadays consider using renewable energy sources into their electricity grid. 

This creates even more problems as the resource (solar radiation, wind, etc.) is not steady. It is there- 

fore very important to be able to predict the solar radiation effectively especially in case of high energy 

integration [1]. 

2.1. The necessity to predict solar radiation or solar production. One of the most important challenges 

for the near future global energy supply will be the large integration of renewable energy sources 

(particularly non-predictable ones as wind and solar) into existing or future energy supply structure. An 

electrical operator should ensure a precise balance between the electricity production and consumption 

at any moment. As a matter of fact, the operator has often some difficulties to maintain this balance with 

conventional and controllable energy production system, mainly in small or not interconnected (isolated) 

electrical grid (as found in islands). The reliability of the electrical system then become dependent on the 

ability of the system to accommodate expected and unexpected changes (in production and consumption) 

and disturbances, while maintaining quality and continuity of service to the customers. 

The integration of renewable energy into an electrical network intensifies the complexity of the grid 

management and the continuity of the production/consumption balance due to their intermittent and 

unpredictable nature [1, 2]. The intermittence and the non-controllable characteristics of the solar pro- 
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duction bring a number of other problems such as voltage fluctuations, local power quality and stability 

issues [3, 4]. Thus, forecasting the output power of solar systems is required for the effective operation 

of the power grid or for the optimal management of the energy fluxes occurring into the solar system 

[5]. It is also necessary for estimating the reserves, for scheduling the power system, for congestion 

management, for the optimal management of the storage with the stochastic production and for trading 

the produced power in the electricity market and finally to achieve a reduction of the costs of electricity 

production [6, 7]. Due to the substantial increase of solar power generation the prediction of solar yields 

becomes more and more important [8] In order to avoid large variations in renewable electricity 

production it is necessary to include also the complete prediction of system operation with storage 

solutions. Various storage systems are being developed and they are a viable solution for absorbing the 

excess power and energy produced by such systems (and releasing it in peak consumption periods), for 

bringing very short fluctuations and for maintaining the continuity of the power quality. These storage 

options are usually classified into three categories: 

1. Bulk energy storage Bulk energy storage or energy management storage media is used to decou- 

ple the timing of generation and consumption. 

2. Distributed generation or bridging power - this method is used for peaks shaving - the storage is 

used for a few minutes to a few hours to assure the continuity of service during the energy sources 

modification. 

3. The power quality storage the power quality storage with a time scale of about several seconds is 

used only to assure the continuity of the end use power quality. 

It is important to note that the energy storage acts at various time levels and their appropriate 

management requires the knowledge of the power or energy produced by the solar system at various 

horizons: very short or short for power quality category to hourly or daily for bulk energy storage. 

Similarly, the electrical operator needs to know the future production at various time horizons. 

 
2.2 Review of the hybrid DC/AC solar microgrid model conversion 

Power electronics devices are used to convey and harness solar energy as it ensures maximum power 

tracking of current and voltage. The output active power of the panels is dependent on solar radiation and 

temperature for power generation. The lithium battery is used for power compensation during low solar 

radiation. This, in turn, smoothen the real power output and minimizes adverse impact on the grid. The 

system comprises the use of solar panels, boost converter to step up voltage and keep it constant, battery 

bank, buck-boost converter to charge and discharge the battery at high and low radiation respectively as 

seen in Fig.1. 

 
2.2.1 Photovoltaic System 

A photovoltaic system, also PV system or solar power system, is a power system designed to supply 

usable solar power by means of photovoltaics. It consists of an arrangement of several components, 

including solar panels to absorb and convert sunlight into electricity, a solar inverter to change the electric 

current from DC to AC, as well as mounting, cabling, and other electrical accessories to set up a working 

system. It may also use a solar tracking system to improve the system’s overall performance. Basic 

equations of the PV are used for modelling and simulation of the PV array on Simulink. The boost 

converter is connected to the PV to step-up and stabilize the input voltage from the PV. Although PV 

voltage range,  has impractical limited range but the PV voltage variation value given as 350V-370V  in 

this paper is used for simulation. The step-up converter increases and maintain the voltage for the 

required input voltage needed for the inverter. 
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2.2.2 Battery Energy Storage System 

Battery Energy Storage Systems (BESSs) are a sub-set of Energy Storage Systems (ESSs). ESS is a 

general term for the ability of a system to store energy using thermal, electro-mechanical or electro-

chemical solutions. A BESS utilizes an electro-chemical solution. Essentially, all Energy Storage 

Systems capture energy and store it for use later. Examples of these systems include pumped hydro, 

compressed air storage, mechanical flywheels, and BESSs. These systems complement intermittent 

sources of energy such as wind, tidal and solar power to balance energy production and consumption. 

Energy storage results in a reduction in peak electrical system demand and ESS owners are often 

compensated through regional grid market programs. Regulators also offer incentives (and in some cases 

mandates) to encourage participation. BESSs use electro-chemical solutions and include some of the 

following types of batteries. 

• Lithium-ion These offer good energy storage for their size and can be charged/discharged many 

times in their lifetime. They are used in a wide variety of consumer electronics such as smart- 

phones, tablets, laptops, electronic cigarettes, and digital cameras. They are also used in electric 

cars and some aircraft. Most home battery storage systems coming onto the market use lithium-ion 

(or Li-ion) technology. 

• Lead-acid These are traditional rechargeable batteries and are inexpensive compared to newer 

types of batteries. Uses include protection and control systems, back-up power supplies, and grid 

energy storage. Lead acid batteries are the most common battery type. They work similarly to 

your car battery and have been used to provide back-up power in blackouts and in remote areas. 

• Flow Battery Flow batteries are quite large and are generally used to store energy from renewable 

sources, they store energy in liquid electrolyte solutions. They tend to be used in commercial and 

large-scale applications but can be used in homes. 

 
2.2.3 Boost Converter 

Boost Converter is a DC-to-DC power converter that steps up voltage while stepping down current from 

the input source to its output supply. For the integration of renewable energy (Photovoltaic) to the grid, 

the need of a device to stabilize and step-up output voltage is very important due to the variation in solar 

radiation and temperature. Therefore, the boost convert is a key component for the functionality of this 

system This can be seen in Fig. 2.1. For the boost converter the switching device used is the IGBT 

(integrated gate bipolar Transistor) as we are considering a high voltage output. The IGBT is used 

basically when the output voltage is higher than 200V. for the Boost Converter the IGBT and MOSFET 

are the main switching device used. A simple explanation for the DC-DC Boost converter occurs for 

when the switching device (IGBT) is ON and OFF. When the transistor is ON current flows through the 

inductor creating a magnetic field, it is important to note that input voltage is equal to current in the 

inductor Ii=Il (current in series is the same) when the IGBT is turned OFF, the magnetic field created is 

destroyed and this induces an EMF (faraday’s first law of electromagnetic induction). the induced emf 

flows through the diode, at transistor OFF diode starts to conduct and the emf is stored in the capacitor. 

The diode prevents the charge from flowing back to the circuit and this occurs in microseconds, therefore 

continuous switching ON and OFF the transistor generates a higher voltage output than the voltage input 

supply. 

 
2.2.4 The Buck-boost converter 

The buck-boost converter is a type of DC-to-DC converter that has an output voltage magnitude that is 

either greater than or less than the input voltage magnitude. It is equivalent to a fly back converter using 

a single inductor instead of a transformer. In a buck-boost DC-DC converter topology, the output voltage 

can be higher or lower than the input voltage. Often used in battery-operated equipment, buck-boost 
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Figure 2.1: A Detailed model of the micro grid. 

 
DC-DC converters require high-efficiency and ultra-low stand-by current as well as a small size to fit the 

requirements for portable and wearable devices for the Internet of Things (IoT). In the inverting topology, 

the output voltage is of the opposite polarity than the input. This is a switched-mode power supply with 

a similar circuit topology to the boost converter and the buck converter. The output voltage is adjustable 

based on the duty cycle of the switching transistor. One possible drawback of this converter is that the 

switch does not have a terminal at ground; this complicates the driving circuitry. However, this drawback 

is of no consequence if the power supply is isolated from the load circuit (if, for example, the supply is 

a battery) because the supply and diode polarity can simply be reversed. When they can be reversed, the 

switch can be on either the ground side or the supply side. When a buck (step-down) converter is 

combined with a boost (step-up) converter, the output voltage is typically of the same polarity of the 

input and can be lower or higher than the input.  Such a non-inverting buck-boost converter may use a 

single inductor which is used for both the buck inductor mode and the boost inductor mode, using 

switches instead of diodes sometimes called a” four-switch buck-boost converter”, it may use multiple 

inductors but only a single switch as in the SEPIC and Ć uk topologies. 

 
2.2.5 Inverter 

An inverter is one of the most important pieces of equipment in a solar energy system. It’s a device that 

converts direct current (DC) electricity, which is what a solar panel generates, to alternating current (AC) 

electricity, which the electrical grid uses. In DC, electricity is maintained at constant voltage in one 

direction. In AC, electricity flows in both directions in the circuit as the voltage changes from positive to 

negative. Inverters are just one example of a class of devices called power electronics that regulate the 

flow of electrical power. Fundamentally, an inverter accomplishes the DC-to-AC conversion by switching 

the direction of a DC input back and forth very rapidly. As a result, a DC input becomes an AC output. 

In addition, filters and other electronics can be used to produce a voltage that varies as a clean, repeating 

sine wave that can be injected into the power grid. The sine wave is a shape or pattern the voltage makes 

over time, and it’s the pattern of power that the grid can use without damaging electrical equipment, 

which is built to operate at certain frequencies and voltages. 
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2.2.6 Available Forecasting Method 

The solar power forecasting can be performed by several methods; the two big categories are the cloud 

imagery combined with physical models, and the machine learning models. The choice for the method to 

be used depends mainly on the prediction horizon; actually, all the models have not the same accuracy in 

terms of the horizon used. Various approaches exist to forecast solar irradiance depending on the target 

forecasting time. The literature classifies these methods in two classes of techniques: Extrapolation and 

statistical processes using satellite images or measurements on the ground level and sky images are 

generally suitable for short-term forecasts up to six hours. This class can be divided in two sub-classes, in 

the very short time domain called “Now-casting” (0–3 h), the forecast has to be based on extrapolations 

of real-time measurements [5]; in the Short-Term Forecasting (3–6h), Numerical Weather Prediction 

(NWP) models are coupled with post-processing modules in combination with real-time measurements 

or satellite data [11]. NWP models able to forecast up to two days ahead or beyond [12, 13] (up to 6 days 

ahead [13]). These NWP models are sometimes combined with post-processing modules and satellite 

information are often used. The NWP models predict the probability of local cloud formation and then 

predict indirectly the transmitted radiation using a dynamic atmosphere model. The extrapolation or 

statistical models analyze historical time series of global irradiation, from satellite remote sensing [15] 

or ground measurements by estimating the motion of clouds and project their impact in the future. Hybrid 

methods can improve some aspects of all of these methods [6, 14]. The statistical approach allows to 

forecast hourly solar irradiation (or at a lower time step) and NWP models use explanatory variables 

(mainly cloud motion and direction derived from atmosphere) to predict global irradiation N-steps ahead. 

 
2.2.6.1 Machine Learning Methods 

Machine learning is a sub-field of computer science, and it is classified as an artificial intelligence method. 

It can be used in several domains and the advantage of this method is that a model can solve problems 

which are impossible to be represented by explicit algorithms. In the reader can find a detailed review of 

some machine learning and deterministic methods for solar forecasting. The machine learning models 

find relations between inputs and outputs even if the representation is impossible; this characteristic allow 

the use of machine learning models in many cases, for example in pattern recognition, classification 

problems, spam filtering, and also in data mining and forecasting problems. The classification and the 

data mining are particularly interesting in this domain because one has to work with big datasets and the 

task of pre-processing and data preparation can be undertaken by the machine learning models. After this 

step, the machine learning models can be used in forecasting problems. In global horizontal irradiance 

forecasting the models can be used in three different ways: structural models which are based on other 

meteorological and geographical parameters; time-series models which only consider the historically 

observed data of solar irradiance as input features (endogenous forecasting); - hybrid models which 

consider both, solar irradiance and other variables as exogenous variables (exogenous forecasting). As 

already mentioned, machine learning is a branch of artificial intelligence. It concerns the construction 

and study of systems that can learn from data sets, giving computers the ability to learn without being 

explicitly programmed 

 

1. Discriminant analysis and Principal Component Analysis (PCA) The principal component 

analysis (PCA) is a statistical method which uses an orthogonal transformation to transform a set 

of observations of probably correlated variables into a set of values of linearly uncorrelated 

variables which are called principal components. The number of principal components created in 

the process, is lower or equal to the number of original variables. Such transformation is defined 

in such a way so as the first principal component has the largest variance possible, i.e., to account 

for the maximum variability in the data, and each subsequent component to have the highest 

variance possible under the restriction that it is orthogonal to the previous components. As a result, 

the resulting vectors form an uncorrelated orthogonal basis set. It should be noted that the prin



21  

 

 

 
 

 
 

Figure 2.2: A Model of Discriminant analysis and Principal Component Analysis. 

 
         cipal components are orthogonal as they are the eigenvectors of the co-variance matrix, which is       

symmetric. Moreover, PCA is sensitive to the relative scaling of the original variables. 

2. Naive Bayes classification and Bayesian networks in machine learning, naive Bayes classifiers 

are a family of simple probabilistic classifiers based on applying Bayes’ theorem with strong 

(naive) independence assumptions between the features. Naive Bayes classifiers are highly 

scalable, requiring a number of parameters proportional to the number of variables 

(features/predictors) in a learning problem. Maximum-likelihood training can be done by 

evaluating a closed-form ex- pression, which takes linear time, rather than by expensive iterative 

approximation as used for many other types of classifiers [27]. A Bayesian network, also called 

Bayes network, Bayesian model, belief network or probabilistic directed a cyclic graphical model 

is a probabilistic graphical model, which is a type of statistical model that represents a set of 

random variables and their conditional dependencies via a directed a cyclic graph (DAG). 

3. Data mining approach A data mining consists of the discovery of interesting, unexpected, or 

valuable structure in large data sets that can be called with the slogan Big Data. In other words, data 

mining consists of extracting the most important information from a very large data set. Indeed, 

the classical statistical inference has been developed for processing small samples. In the presence 

of very large databases, all the standard statistical indexes become significant and thus interesting 

(e.g. for 1 million of data, the significance threshold of correlation coefficient is very low reaching 

0.002,...). Additionally, in data mining, data collected are analyzed for highlighting the main 

information before to use them in the forecasting models. Rather than opposing data mining and 

statistics, it is best to assume that data mining is the branch of statistics devoted to the exploitation 

of large databases. The techniques used are from different fields depending on classical statistics 

and artificial intelligence. This last notion was defined by “The construction of computer programs 

that engage in tasks that are, for now, more satisfactorily performed by humans because they 

require high-level mental processes such as perceptual learning organization memory and critical 

thinking ”. There is not really a consensus of this definition, and many other similar ones are 

available. 
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Figure 2.3: A Model of Naive and Bayesian Network. 

 
2.2.6.2 Supervised learning 

In supervised learning, the computer is presented with example inputs and their desired outputs, given 

by a” teacher”, and the goal is to learn a general rule that maps inputs to outputs. These methods need an 

“expert ” intervention. The training data comprise of a set of training examples. In supervised learning, 

each pattern is a pair which includes an input object and a desired output value. The function of the 

supervised learning algorithm is to analyze the training data and produce an inferred function. 

 

1. Linear Regression Early attempts to study time series, particularly in the 19th century, were 

generally characterized by the idea of a deterministic world. It was the major contribution of Yule 

(1927) which launched the idea of stochasticity in time series by assuming that every time series 

can be regarded as the realization of a stochastic process. Based on this simple idea, a number of 

time series methods have been developed since that time. Workers such as Slutsky, Walker, 

Yaglom, and Yule first formulated the concept of autoregressive (AR) and moving average (MA) 

models. World’s decomposition theorem led to the formulation and solution of the linear forecast- 

ing problem of Kolmogorov in 1941. Since then, a considerable amount of literature is published 

in the area of time series, dealing with parameter estimation, identification, model checking and 

forecasting; see, for example ref. For an early survey. 

2. Generalized Linear Models Generalized linear model (GLM) in statistics, is a flexible 

generalization of ordinary linear regression which allows for response variables that have error 

distribution models other than a normal distribution. Generalizes linear regression by permitting 

the linear model to be related to the response variable through a link function and by considering 

the magnitude of the variance of each measurement to be a function of its predicted value [9]. 

Some studies improve the regression quality using a coupling with other predictors like Kalman 

filter. 

3. Nonlinear Regression Artificial Neural Networks (ANN) are being increasingly used for 

nonlinear regression and classification problems in meteorology due to their usefulness in data 

analysis and prediction. The use of ANN is particularly predominant in the realm of time series 

forecasting with nonlinear methods. Actually, the availability of historical data on the 

meteorological utility 
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Figure 2.4: A Model of Supervised Learning. 

 
databases and the fact that ANNs are data driven methods capable of performing a non-linear map- 

ping between sets of input and output variables makes this modelling software tool very attractive. 

4. Support Vector Machines / Suppor Vector Regression Support vector machine is another kernel-

based machine learning technique used in classification tasks and regression problems introduced 

by Vapnik in 1986. Support vector regression (SVR) is based on the application of support vector 

machines to regression problems [18]. This method has been successfully applied to time series 

forecasting tasks. 

5. Decision tree learning (Breiman bagging) The basic idea is very simple. A response or class Y 

from inputs X1, X2,...., Xp is required to be predicted. This is done by growing a binary tree. At 

each node in the tree, a test to one of the inputs, say Xi is applied.  Depending on the outcome of 

the test, either the left or the right sub-branch of the tree is selected. Eventually a leaf node is 

reached, where a prediction is made. This prediction aggregates or averages all the training data 

points which reach that leaf. A model is obtained by using each of the independent variables.  For 

each of the individual variables, mean squared error is used to determine the best split. The 

maximum number of features to be considered at each split is set to the total number of features 

[10–14]. 

6. Nearest neighbor Nearest neighbor neural network (k-NN) is a type of instance-based learning, 

where a function is only approximated locally, and all computation is delayed until classification 

. The k-NN algorithm is one of the simplest machine learning algorithms. For both classification 

and regression, it can be useful to assign a weight to the contributions of the neighbors, so that the 

nearest neighbors contribute more to the average than the distant ones. For example, in a common 

weighting arrangement, each neighbor is given a weight of 1/d, where d is the distance to the 

neighbor. 

7. Markov chain in forecasting domain, some authors have tried to use the so-called Markov pro- 

cesses, specifically the Markov chains. A Markov process is a stochastic process with the Markov 

property, which means that given the present state, future states are independent of the past states. 

Expressed differently, the description of the present state fully captures all the information that 
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Figure 2.5: A Model of Unsupervised Learning. 

 
could affect the future evolution of the process. In this, future states are reached through a proba- 

bilistic process instead of a deterministic one. The proper use of these processes needs to calculate 

initially the matrix of transition states. The transition probability of state i to the state j is defined 

by pi, j. The family of these numbers is called the transition matrix of the Markov chain R. 

 
2.2.6.3 Unsupervised learning 

In contrary with supervised learning model, an unsupervised learning model does not need an “expert” 

intervention and the model is able to find hidden structure in its inputs without knowledge of outputs. 

Unsupervised learning is similar to the problem of density estimation in statistics. Unsupervised learning, 

however, also incorporates many other techniques that seek to summarize and explain the key features of 

the data. Many methods normally employed in unsupervised learning are based on data mining methods 

used to pre-process data. 

 

1. k-Means and k-Methods Clustering k-means clustering is a method of vector quantization, 

originally derived from signal processing, which is popular for cluster analysis in data mining. k-

means clustering aims to partition observations into k clusters in which each observation belongs 

to the cluster with the nearest mean, serving as a prototype of the cluster. k-Means algorithms are 

focused on extracting useful information from the data with the purpose of modelling the time series 

behavior and find patterns of the input space by clustering the data. Furthermore, nonlinear 

autoregressive (NAR) neural networks are powerful computational models for modelling and fore- 

casting nonlinear time series. A lot of methods of clustering are available; the interested reader 

can see for more information. 

2. Hierarchical Clustering In data mining and statistics, hierarchical clustering (also called 

hierarchical cluster analysis) is a method of cluster analysis which seeks to build a hierarchy of 

clusters. Hierarchical clustering creates a hierarchy of clusters which can be represented in a tree 

structure called “dendrogram” which includes both roots and leaves. The root of the tree consists 

of a single cluster which contains all observations, whereas the leaves correspond to individual 

observations. Algorithms for hierarchical clustering are generally either agglomerative, in which 

the process 
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Figure 2.6: A Model of Classification and Clustering. 

 
starts from the leaves and successively merges clusters together; or divisive, in which the process 

starts from the root and recursively splits the clusters. Any function which does not have a negative 

value can be used as a measure of similarity between pairs of observations. The choice of which 

clusters to merge or split, is determined by a linkage criterion that is a function of the pairwise 

distances between observations. It should be noted that cutting the tree at a given height will give 

a clustering at a selected precision. 

3. Cluster Evaluation Typical objective functions in clustering formalize the goal of attaining high 

intra-cluster similarity and low inter-cluster similarity. This is an internal criterion for the quality 

of a clustering. Good scores on an internal criterion do not necessarily mean a good effectiveness 

in an application. An alternative to internal criteria is the direct evaluation of the application of 

interest. For search result clustering, the amount of the time a user is required to find an answer 

with different clustering algorithms may be required. This is the most direct evaluation, but it is 

time consuming, especially if large number of studies are necessary. 

 
 

2.2.6.4 Ensemble learning 

The basic concept of ensemble learning is to train multiple base learners as ensemble members and 

combine their predictions into a single output that should have better performance on average than any 

other ensemble member with uncorrelated error on the target data sets. Supervised learning algorithms 

are usually described as performing the task of searching through a hypothesis space to find a suitable 

hypothesis that can perform good predictions for a particular problem. Even if the hypothesis space 

contains hypotheses that are very well-matched for a particular problem, it may be very difficult to find 

which one is the best. Ensembles combine multiple hypotheses to create a better hypothesis. The term 

ensemble is usually used for methods that generate multiple hypotheses using the same base learner. Fast 

algorithms such as decision trees are usually used with ensembles, although slower algorithms can also 

benefit from ensemble techniques. Evaluating the prediction accuracy of an ensemble typically requires 

more computation time than evaluating the prediction accuracy of a single model, so ensembles may be 

considered as a way to compensate for poor learning algorithms by performing much more computation. 
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Figure 2.7: A Model of Ensemble Learning. 

 
The general term of multiple classifier systems covers also hybridization of hypotheses that are not 

induced by the same base learner. 

 

1. Boosting An ensemble model uses decision trees as weak learners and builds the model in a stage- 

wise manner by optimizing a loss function. Boosting emerged as a way of combining many weak 

classifiers to produce a powerful committee. It is an iterative process that gives more and more 

importance to bad classification. Simple strategy results in dramatic improvements in classification 

performance. To do so, a boosting auto regression procedure is applied at each horizon on the 

residuals from the recursive linear forecasts using a so-called weak learner, which is a learner with 

large bias relative to variance. 

2. Bagging Bootstrap aggregating, also called bagging used in statistical classification and regression, 

is a machine learning ensemble meta-algorithm designed to improve the stability and accuracy of 

machine learning algorithms. The algorithm also reduces variance and helps to prevent over 

fitting. Although it is generally applied to decision tree methods, it can be used with any type of 

learning method. Bagging is a special case of the model averaging approach. Bagging predictors 

is generally used to generate multiple versions of a predictor and using them to get an aggregated 

predictor. The aggregation averages all the versions when predicting a numerical result and does a 

plurality vote to predict a class. The multiple versions are formed by making bootstrap replicates 

of the learning set and using them as new learning sets. 

3. Random Subspace The machine learning tool that is used in the proposed methodology is based 

on Random Forests, which consists of a collection, or ensemble of a multitude of decision trees, 

each one built from a sample drawn with replacement (a bootstrap sample) from a training set, is 

the group of outputs. Furthermore, only a random subset of variables is used when splitting a node 

during the construction of a tree. As a consequence, the final nodes (or leaf’s), may contain one or 

several observations. For regression problems, each tree can produce a response when presented 

with a set of predictors, being the conditional mean of the observations present on the resulting 

leaf. The conditional mean is typically approximated by a weighted mean. As a result of the 

random construction of the trees, the bias of the forest generally slightly increases with respect 
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to the bias of a single non-random tree but, due to the averaging its variance decreases, frequently 

more than compensating for the increase in bias, hence yielding an overall better model. Finally, 

the responses of all trees are also averaged to obtain a single response variable for the model, and 

here as well a weighted mean is used. Substantial improvements in classification accuracy were 

obtained from growing an ensemble of trees and letting them vote for the most popular class. To 

grow these ensembles, often random vectors are generated which govern the growth of each tree 

in the ensemble. One of the first examples used is bagging, in which to grow each tree a random 

selection (without replacement) is made from the examples contained in the training set. 

4. Predictors ensemble Current practice suggests that forecasts should be composed either by a 

number of sample say conventional forecasts- or produce a simple forecast from other simple 

forecasts (not only point forecasts, but also probabilistic). This leads to gains in performance, 

relative to the contributing forecasts. In the case of statistical models, realizations coming from 

the same technology (for example the same neural network architecture) trained multiple times, 

or using different samples of the data-set, or different technologies. Once first stage forecasts are 

available, different combination approaches are possible. The simplest approach is averaging of 

results given by different methods. A more general approach assigns a weight to each of the 

contributing methods, for each time horizon, depending on different criteria and with different 

weighting policies. Simple forecasts can be seen as different perceptions of the same true state. In 

this way, approaches of imperfect sensor data fusion should also be valid to perform a combination 

of forecasts. Ensemble-based artificial neural networks and other machine learning technics have 

been used in a number of studies in global radiation modeling and provided better performance 

and generalization capability compared to conventional regression models. 

 
2.2.6.5 Evaluation of model accuracy 

Evaluation, generally, measures how good something is.  This evaluation is used at various steps of the 

model development as for example during the evaluation of the forecasting model itself (during  the 

training of a statistical model for example), for judging the improvement of the model after some 

modifications and for comparing various models. As previously mentioned, this performance comparison 

is not easy for various reasons such as different forecasted time horizons, various time scale of the 

predicted data and variability of the meteorological conditions from one site to another one. It works by 

comparing the forecasted outputs (or predicted time series) with observed data y (or observed or 

measured time series) which are also measured data themselves linked to an error (or precision) of a 

measure. 

 
2.2.6.6 Jupyter Notebook 

Solar energy is one of the leading renewable energy sources in the world and it continues to grow. 

However, it depends on sunlight which is an intermittent natural resource. This makes power output 

predictability critical for the integration of solar photovoltaics into traditional electrical grid systems. 

While irradiance is a strong predictor of solar power output, collecting this information about a location 

is often tedious and its estimation may have significant errors. Hence, the ability to predict power output 

without irradiance data needs to be further explored to save time, effort, and cost with no significant loss 

of accuracy. 

Anaconda Navigator is a desktop graphical user interface (GUI) included in anaconda distribution 

that allows you to launch applications and easily manage conda packages, environments, and channels 

without using command-line commands. Linear Regression is used in this case, as it is known as the 

most basic and widely used technique for regression [4]. It models the relationship between the input 

and output variables using linear predictor functions whose unknown model parameters are estimated 

from the data using a least square approach. The parameter values can be estimated either by solving a 

set of linear equations or using an iterative method such as gradient descent [5]. 
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Figure 2.8: A Model of Supervised Learning. 
 

 

 

 

 
 

Figure 2.9: A Complete Data Processing Unit. 
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Figure 2.10: Shows the Notebook workflow for the Solar outcome. 

 
Anaconda is a distribution of the Python and R programming languages for scientific computing 

(data science, machine learning applications, large-scale data processing, predictive analytics, etc.), that 

aims to simplify package management and deployment. The distribution includes data-science packages 

suitable for Windows, Linux, and macOS. 

For this research the Jupyter notebook is used for the data learning and predictions to forecast data to 

be used. Data comes in, possibly from many sources. It is integrated and placed in some common data 

store. Part of it is then taken and pre-processed into a standard format. This prepared data is then passed 

to a data mining algorithm which produces an output in the form of rules or some other kind of patterns. 

These are then interpreted to give the foretasted value which is also term useful knowledge as seen in 

Fig.2 and Fig.3 which explains the process of data transformation from its raw state and then previewed, 

identified, split, trained, saved and tested. The data is further committed to Git and finally to runtime 

model serving. 

Jupyter is an electronic lab notebook to document procedures, data, calculations, and findings. It 

provides an interactive computational environment for developing data science applications. Jupyter 

notebooks combine software code, computational output, explanatory text, and rich content in a single 

document. It allows in-browser editing and execution of code and display computation results which is 

saved in .ipynb extension. 

 
2.3 Summary 

This chapter summaries the methods to predict solar radiation or solar production One of the most 

important challenge for the near future global energy supply will be the large integration of renewable 

energy sources .The various methods of machine learning briefly explained, while pointing out the main 

method carried out for data analyses in this research. 



30  

 

 

 

 

 

 

 

Bibliography 

 
[1] Blake, C. L., Merz, C. J. (1998). UCI repository of machine learning databases. Irvine: University 

of California, Department of In- formation and Computer Science. http://www.ics.uci.edu/ mlearn/ 

MLRepository.html. 

[2] P. A. G. M. Amarasinghe and S. K. Abeygunawardane, ”Application of Machine Learning Al- 

gorithms for Solar Power Forecasting in Sri Lanka” (2nd International Conference On Electrical 

Engineering (EECon), Colombo, Sri Lanka, 87 2018).”. for the Energy Information Administra- 

tion. Retrieved April 13, 2015. 

[3] hangsong Chen, Shanxu Duan, Tao Cai, and Bangyin Liu. Online 24-h solar power forecasting 

based on weather type classification using artificial neural network. Solar Energy, 85(11):2856 – 

2870, 2011. 

[4] .Z.Hassan,M.E.K.Ali,A.B.M.S.AliandJ. Kumar, ”Forecasting Day-Ahead Solar Radiation Using 

Machine Learning Approach” (4th Asia- Pacific World Congress on Computer Science and Engi- 

neering (APWC on CSE), Mana Island, Fiji, 252 2017). 

[5] A. Khan, R. Bhatnagar, V. Masrani and V. B. Lobo, ”A Comparative Study on Solar Power Fore- 

casting using Ensemble Learning,” (4th International Conference on Trends in Electronics and 

Informatics (ICOEI), 224 2020). 

[6] Jawaid F, NazirJunejo K. Predicting daily mean solar power using machine learning regression 

techniques. (Sixth International Conference on Innovative Computing Technology (INTECH) 355 

2016). 

[7] Batcha RR, Geetha MK. A survey on IOT based on renewable energy for efficient energy conserva- 

tion using machine learning approaches. (3rd International Conference on Emerging Technologies 

in Computer Engineering: Machine Learning and Internet of Things (ICETCE) 123 2020). Last 

access on Mar 02, 2017. 

[8] RENA. Renewable power generation costs in 2017. Technical report, Interna- tional Renewable 

Energy Agency, Abu Dhabi, January 2018. 

[9] ose R. Andrade and Ricardo J. Bessa. Improving renewable energy forecasting with a grid of nu- 

merical weather predictions. IEEE Transactions on Sustainable Energy, 8(4):1571–1580, October 

2017. 

[10] ich H. Inman, Hugo T.C. Pedro, and Carlos F.M. Coimbra. Solar forecasting methods for renew- 

able energy integration. Progress in Energy and Combustion Science, 39(6):535 – 576, 2013. 

[11] . Antonanzas, N. Osorio, R. Escobar, R. Urraca, F.J. Martinez-de Pison, and F. Antonanzas-Torres. 

Review of photovoltaic power forecasting. Solar Energy, 136:78–111, October 2016. 

http://www.ics.uci.edu/


31  

 

[12] Kostylev, A Pavlovski, et al. Solar power forecasting performance–towards industry standards. In 

1st international workshop on the integration of solar power into power systems, Aarhus, Den- 

mark, 2011. 

[13] Ao Hong, Pierre Pinson, Shu Fan, Hamidreza Zareipour, Alberto Troccoli, and Rob J. Hyndman. 

Probabilistic energy forecasting: Global energy forecasting competition 2014 and beyond. Inter- 

national Journal of Forecasting, 32(3):896 – 913, 2016. 

[14] Ordon Reikard. Predicting solar radiation at high resolutions: A comparison of time series fore- 

casts. Solar Energy, 83(3):342 – 349, 2009. 

[15] Eder Bacher, Henrik Madsen, and Henrik Aalborg Nielsen. Online short-term solar power fore- 

casting. Solar Energy, 83(10):1772 – 1783, 2009. 

[16] Ugo T.C. Pedro and Carlos F.M. Coimbra. Assessment of forecasting tech- niques for solar power 

production with no exogenous inputs. Solar Energy, 86(7):2017 – 2028, 2012. 
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Chapter 3 

Data Analysis: Predicting Solar Energy 

Generation Using the Jupyter Notebook 

 
3.1 Introduction 

The sun delivers solar energy in the form of solar radiation, which is produced by the photovoltaic effect. 

Sunlight intensity is the most important factor influencing the output of photovoltaic (PV) solar panels. 

A PV system output can be affected by a variety of different environmental variables among others. 

Identifying which parts of PV are valuable and which aspects are not also essential so that a suitable 

feature subset may be selected as an input to the model. We propose a hybrid method for feature variable 

selection that comprises two basic processes, namely, the filter stage and the wrapper stage, as seen 

below. 

 
3.1.1 Importance of Feature Selection in Machine Learning 

Machine learning works on a simple rule if you put garbage in, you will only get garbage to come out. 

By garbage here, I mean noise in data. This becomes even more important when the number of features 

are very large. The need not to use every feature at your disposal for creating an algorithm. You can 

assist your algorithm by feeding in only those features that are really important. 

Feature selection can be very useful in industrial applications. You not only reduce the training time 

and the evaluation time, but you also have less things to worry about! Here are top reasons to use feature 

selection are: 

1. It enables the machine learning algorithm to train faster 

2. It reduces the complexity of a model and makes it easier to interpret. 

3. It improves the accuracy of a model if the right subset is chosen. 

4. It reduces over-fitting. 

Prior to begin the learning process, the filter technique analyzes features based on the inherent at- 

tributes of each one of the features. Filter criteria are used to select a subset of features from a dataset 

based on their relevance. Because of the characteristics of PV data, the Pearson correlation coefficient 

(PCC) is employed to assess the relationship between input factors and the target variable.  A PCC is   a 

statistical metric that is used to determine the linear correlation between two variables, X and Y, in a 

dataset. Data from time series analysis captures the degree to which a target variable Y correlates with 

an input variable X over the course of an observation period. When calculating the correlation between 

two variables, the time series data at the points t and t1 of the variable are not used. In our example, the 
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Figure 3.1: Prediction Interface of Solar Outcome Using Jupyter Notebook. 

 
meteorological factors that have an impact on PVPG are represented by the letters Y and X, respectively. 

As a result, the PCC may be expressed mathematically as, 
 

ρ(X, Y ) = 

Σ

i=1 

(Xi − X̄ )(Yi − Ȳ )/ ‚ 
N

 

i=1 

(Xi − X̄ )2 ‚ 
N

 

i=1 

(Yi − Ȳ )2 (3.1) 

where PCC is the value that lies between +1 and -1. PCC is one of the most commonly used criteria 

for describing the relationship between variables in practice, and it is also one of the most widely studied. 

The wrapper approach is utilized to analyze each subset that has been selected. The learning algorithm 

is integrated into the feature selection process, which in turn makes use of the error of a given 

model to determine which feature subset is most important to the user. It was decided to employ the 

traditional LSTM model for the analysis of feature subsets in this study because of its capacity to ad- 

dress time series forecasting issues. As a result, the optimal subset of training characteristics may be 

determined from among all of the subsets that have been investigated. 

Through the use of a hybrid approach, the proposed feature selection attempts to integrate the best 

aspects of wrapper and filter methods into a single method. After examining the correlations between 

variables using filter criteria, appropriate thresholds are determined in order to reduce the number of 

feature variables that can be evaluated.  The filter technique, in contrast to other learning algorithms, is 

univariate in nature. This results in it being significantly more efficient and faster to compute than the 

wrapper technique, and it is capable of dealing with massive datasets with ease. No consideration is 

currently given to how features interact with one another or with the learning algorithms, which is a 

problem. In this case, the wrapper technique is required because coupled features in the single feature 

evaluation. In order to effectively use an individual wrapper strategy, a significant amount of computer 

power is required. This is owing to the learning methods used and the enormous number of feature 

subsets that must be analyzed. Despite this, when the correlation results of the filter approach are utilized 

as a guide, fewer feature subsets are generated and analyzed than would otherwise be the case. As a 

result, the hybrid method that has been proposed has the potential to improve the effectiveness of the 

feature selection. 
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3.1.2 Filter Method 

Figure 3.2: Filter Method 

Filter methods are generally used as a pre-processing step. The selection of features is independent of 

any machine learning algorithms. Instead, features are selected on the basis of their scores in various 

statistical tests for their correlation with the outcome variable. The correlation is a subjective term here. 

For basic guidance, you can refer to the following table for defining correlation coefficients. 

1. Pearson’s Correlation It is used as a measure for quantifying linear dependence between two 

continuous variables X and Y. Its value varies from -1 to +1. Pearson’s correlation is given as: 

ρX, Y  = cov(X, Y )/δxδy (3.2) 
2. LDA Linear discriminant analysis is used to find a linear combination of features that characterizes 

or separates two or more classes (or levels) of a categorical variable. 

3. ANOVA: ANOVA stands for Analysis of variance.  It is similar to LDA except for the fact that it 

is operated using one or more categorical independent features and one continuous dependent 

feature. It provides a statistical test of whether the means of several groups are equal or not. 

4. Chi-Square It is a is a statistical test applied to the groups of categorical features to evaluate the 

likelihood of correlation or association between them using their frequency distribution. One thing 

that should be kept in mind is that filter methods do not remove multicollinearity. 

 

3.1.3 Wrapper Method 

In wrapper methods, we try to use a subset of features and train a model using them. Based on the 

inferences that we draw from the previous model; we decide to add or remove features from your subset. 

The problem is essentially reduced to a search problem. These methods are usually computationally very 

expensive. Some common examples of wrapper methods are forward feature selection, backward feature 

elimination, recursive feature elimination, etc. 

1. Forward Selection Forward selection is an iterative method in which we start with having no 

feature in the model. In each iteration, we keep adding the feature which best improves our model 

till an addition of a new variable does not improve the performance of the model. 

2. Backward Elimination In backward elimination, we start with all the features and removes the 

least significant feature at each iteration which improves the performance of the model. We repeat 

this until no improvement is observed on removal of features. 

3. Feature elimination Recursive Feature elimination: It is a greedy optimization algorithm which 

aims to find the best performing feature subset. It repeatedly creates models and keeps aside the 

best or the worst performing feature at each iteration. It constructs the next model with the left 
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Figure 3.3: Wrapper Method 

 
features until all the features are exhausted. It then ranks the features based on the order of their 

elimination. 

 
 

3.1.4 Difference between Filter and Wrapper methods 

The main differences between the filter and wrapper methods for feature selection are: 

• Filter methods measure the relevance of features by their correlation with dependent variable while 

wrapper methods measure the usefulness of a subset of feature by actually training a model on it. 

• Filter methods are much faster compared to wrapper methods as they do not involve training the 

models. On the other hand, wrapper methods are computationally very expensive as well. 

• Filter methods use statistical methods for evaluation of a subset of features while wrapper methods 

use cross validation. 

• Filter methods might fail to find the best subset of features in many occasions but wrapper methods 

can always provide the best subset of features. 

• Using the subset of features from the wrapper methods make the model more prone to over fitting 

as compared to using subset of features from the filter methods. 

The current dataset is based on monthly weather parameter values over a long period of 10 years. 

Various weather characteristics were gathered in order to investigate the relationship between mean solar 

irradiance and meteorological data in order to accurately estimate mean solar irradiance. The average 

daily values of air temperature, humidity, wind speed, wind direction, visibility, average pressure, aver- 

age wind speed, and electricity generated are among the data collected. The direction of the wind, on the 

other hand, indicates how high the sun is. It’s also expressed in degrees. Machine Learning (ML) Models 

are used for forecasting the solar power generation weather analysis. The Regression techniques here 

proposed are Support Vector Machine, Random Forest, Linear Regression are various ML Models used. 

For this research the Japan Meteorological Agency data on weather was used for analysis. The 
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supervised learning approach is implemented here, as it deals with labels and features. Support vector 

regression (SVR) using a radial basis function as the kernel and random forest (RF) approaches are used 

to create the models. Because of the non-linearity of the dataset, we used the models indicated above 

instead of linear models. The most basic and widely used regression method is linear regression. It uses 

linear predictor functions to represent the relationship between the input and output variables, and a least 

squares approach is used to estimate the unknown model parameters from the data. A set of linear 

equations or an iterative method like gradient descent can be used to estimate parameter values. 

Nonlinear relationships can be mapped using these methods. In data science challenges of various kinds, 

methods including decision trees, RF, and gradient boosting are commonly utilized. The RF method is 

a tree-based machine learning approach that can be used for regression and classification. It also performs 

dimensional reduction, controls missing and outlier values, and performs a variety of additional data 

exploration activities. The bagging approach is used to train RFs. This method allows for the usage of 

numerous instances for the training stage because the dataset is sampled with a replacement. Linear 

regression is a method for demonstrating the link between a dependent variable and one or more 

independent variables by using the best-fit linear curve. It is concerned with determining the best-fit line 

with the data by attaining a perfect slope and intercept value. The best model for forecasting solar power 

system output based on numerous weather parameters was then created. The models that gave the 

greatest results on the dataset were support vector regression, random forests, and linear regression, and 

these models were then utilized to anticipate PV system performance. 

 
3.2 Selection Process for Multiple Regression 

The basis of a multiple linear regression is to assess whether one continuous dependent variable can be 

predicted from a set of independent or predictor variables, in simple terms, how much variance a 

continuous dependent variable is explained by a set of predictors. Certain regression selection approaches 

are helpful in testing predictors, thereby increasing the efficiency of analysis. 

 
3.2.1 Entry Method 

The standard method of entry is simultaneous; all independent variables are entered into the equation at 

the same time. This is an appropriate analysis when dealing with a small set of predictors and when it’s 

hard to determine which independent variables will create the best prediction equation. Each predictor 

is assessed as though it were entered after all the other independent variables were entered and assessed 

by what it offers to the prediction of the dependent variable that is different from the predictions offered 

by the other variables entered into the model. 

 
3.2.2 P-values and statistical significance 

P-values are most often used by researchers to say whether a certain pattern they have measured is 

statistically significant. Statistical significance is another way of saying that the p-value of a statistical 

test is small enough to reject the null hypothesis of the test. How small is small enough? The most 

common threshold is p ¡ 0.05; that is, when you would expect to find a test statistic as extreme as the one 

calculated by your test only 0.05 of the time. But the threshold depends on your field of study. Some 

fields prefer thresholds of 0.01, or even 0.001. The threshold value for determining statistical significance 

is also known as the alpha value. 

 
3.2.3 Exploring the Raw data 

Exploring the Raw data: A code cell was used to import the required python libraries and the raw files 

converted from .csv to a Data frame with a time series as seen in Fig. 4 Libraries used for the analysis of 

the raw data includes: 



 

 

Table 3.1: The Feature Description of Dataset. 
 

 

Source-Dependency Feature Description 

 

Averagely dependent Total Precipitation The sum of rainfall and 

the assumed water equiv- 

alent of snowfall for a 

given year. 

Averagely dependent Mean relative humidity The ratio of the amount of 

water vapor actually 

presents in the air to the 

greatest amount possible 

at the same temperature. 

Averagely dependent Mean air temperature The average temperature 

of the air as indicated by a 

properly exposed 

thermometer during a 

given time. 

Averagely dependent Mean wind speed Time-averaged wind 

speed, averaged over a 

specified time interval 

Highly dependent Total sunshine duration The length of time that the 

ground surface is 

irradiated by direct solar 

radiation. 

Highly dependent Percentage possible sunshine The total amount of 

possible sunshine this 

represents the average 

annual amount. This 

measurement is the total 

time that sunshine reaches 

the earth expressed as the 

percent of the possible 

maximum amount of 

sunshine from sunrise to 

sunset (with clear sky 

conditions.) 

Highly dependent Solar radiation 
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The energy radiated from 

the sun in the form of 

electromagnetic waves, 

including visible and 

ultraviolet light and 

infrared. 
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Figure 3.4: Prediction Interface of Solar Outcome Using Jupyter. 

 

1. Numpy is for manipulating and creating vectors and matrices. 

2. Pandas For analyzing, wrangling, and munging data. 

3. Matplotlib Is for data visualization. 

4. Sklern For supervised and unsupervised learning. This library provides various tools for model 

fitting, data preprocessing, model selection, and model evaluation. It has built-in machine learning 

algorithms and models called estimators. 

5. Seaborn Seaborn is a Python data visualization library based on matplotlib. It provides a high- 

level interface for drawing attractive and informative statistical graphics. 

For the forecast and prediction of the solar radiation the Japan meteorological Agency (JMA) data set 

was used as a sample study for over 10 years. Different weather features were used for the analysis as 

seen in table 1. Importation of different libraries to help with the analysis as the functions of imported 

library has been stated above. The raw data is converted to csv format and extracting of independent and 

dependent variable is done, followed by the splitting of the dataset into training and test set, then proceed 

to Fitting the Multi-Linear-Regression (MLR) model to the training set and finally Predicting the Test 

set result and checking the score. 

Why Backward Elimination? Backward elimination is a feature selection technique while building 

a machine learning model. It is used to remove those features that do not have a significant effect on the 

dependent variable or prediction of output. There are various ways to build a model in Machine 

Learning, which are: All-in, Backward Elimination, Forward Selection, Bidirectional Elimination, Score 

Comparison, Above are possible methods for building the model in Machine learning, but we only used 

the Backward Elimination process as it is the fastest method. Backward Elimination is Important for 

Multiple linear Regression Model. Unnecessary features increase the complexity of the model. Hence it 

is good to have only the most significant features and keep our model simple to get the better result. So, 

in order to optimize the performance of the model, we used the Backward Elimination method. This 

process is used to optimize the performance of the multi linear regression (MLR) model as it only 

includes the most effective feature and removes the least effective feature. 

Below are some main steps which are used to apply backward elimination process: 
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Figure 3.5: Prediction Interface of Solar Outcome Using Jupyter. 
 

 

 

 

 

 

Figure 3.6: Prediction Interface of Solar Outcome Using Jupyter. 



40  

 

 

 

 

 

Figure 3.7: Prediction Interface of Solar Outcome Using Jupyter. 
 

 

 

 

 

 

 

Figure 3.8: Prediction Interface of Solar Outcome Using Jupyter. 
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Figure 3.9: Prediction Interface of Solar Outcome Using Jupyter. 
 

 

 

 

 

 

 

Figure 3.10: Prediction Interface of Solar Outcome Using Jupyter. 
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Figure 3.11: Prediction Interface of Solar Outcome Using Jupyter. 
 

 

 

 

 

 
 

 

Figure 3.12: Prediction Interface of Solar Outcome Using Jupyter. 
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Figure 3.13: Prediction Interface of Total Sunshine Duration. 
 

 

 

 

 

 
 

 

Figure 3.14: Prediction Interface of Percentage Possible Sunshine 
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Figure 3.15: Prediction Interface of Mean Relative Humidity. 
 

 

 

 

 

 
 

 

Figure 3.16: Prediction Interface of Solar Outcome Using Jupyter. 
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Figure 3.17: Prediction Interface of Solar Outcome Scatter Plot. 
 

 

 

 

 

 

 

Figure 3.18: Prediction Interface of Solar Outcome Using Jupyter. 
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Figure 3.19: Backward Elimination. 

 
• Step-1: Firstly, we need to select a significance level to stay in the model. (SL=0.05) 

• Step-2: Fit the complete model with all possible predictors/independent variables. 

• Step-3: Choose the predictor which has the highest P-value, such that. 

If P-value ¿ SL, go to step 4. Else Finish, and Our model is ready. 

• Step-4: Remove that predictor. 

• Step-5: Rebuild and fit the model with the remaining variable 

Below is the complete code for the forecast and prediction analysis: 

• importing libraries import numpy as nm import matplotlib.pyplot as mtp import pandas as pd 

• importing datasets dataset = pd.readcsv(Jyourf ileJ ) 

• Extracting Independent and dependent Variable x= dataset.iloc[:, : −1].valuesy = dataset.iloc[:, 4].values 
traintestsplit(x,              y,               testsize               =            0.2,               randomstate                =            0) • Splitting the dataset into training and test set. from sklearn.modelselectionimporttraintestsplitxtrain, xtest, ytrain, y 
• Fitting the MLR model to the training set: from sklearn.linearmodelimportLinearRegressionregressor = 

LinearRegression()regressor.fit(xtrain, ytrain) 

• Predicting the Test set result; ypred = regressor.predict(xtest) 

• Checking the score print (’Train Score: ’, regressor.score(xtrain, ytrain))print(JTestScore :J, regressor.score(xtest, 

3.3 Summary 

This chapter highlights the use of the Jupyter interface to analyze the data set, learn the data set with 

different features inclusive of mean relative humidity, mean air temperature, mean wind speed, total sun- 

shine , solar radiation and more to predict the expected outcome of the solar radiation. 
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Chapter 4 

Conclusion and Future Work 

 
4.1 Background 

It’s not new that power systems are going through a paradigm change and the use of machine learning 

models to forecast and predict outcome will indeed give the renewable sector an uplift. Renewable 

energy has recently received a great deal of attention as a result of its long-term viability and minimal 

impact on the surrounding environment. In the near future, the provision of renewable energy will be 

one of the most critical challenges to be addressed. Alternative terminology: the inclusion of renewable 

energy sources into current or future electric power generation systems. 

Existing energy challenges, such as increasing supply stability and alleviating regional power short- 

ages, can be solved through the evolution of renewable energy technologies. This creation of diverse 

energy sources, on the other hand, is interrupted and chaotic as a result of the volatility of the energy 

market as well as the unpredictable and intermittent renewable energy. Dealing with renewable energy 

fluctuation in an accurate way prevails as a challenge. The energy system efficiency is improved via 

energy monitoring with high precision. The application of energy forecasting technologies can assist in 

the creation, management, and formulation of energy policy at all levels of government. As renewable 

energy sources become more generally available, it is vital to create cutting-edge technologies for storing 

this energy [1]–[7]. 

Several studies have discovered that a variety of machine learning algorithms have been employed 

to estimate the output of renewable energy resources. With the help of data-driven models, it is possible 

to make more accurate predictions about renewable energy. With the use of hybrid machine learning 

algorithms, projections for renewable energy sources have also been enhanced. In order to effectively 

predict the availability of renewable energy sources, it was required to use a number of time intervals. 

When it comes to renewable energy forecasting, these criteria have been widely used to evaluate the 

accuracy and efficiency of machine learning algorithms [8]. 

There have been a variety of theories and implementations presented that are based on the three 

fundamental learning principles [9]. As a result, deep learning is capable of achieving characteristic 

nonlinear features and invariant high-level data configurations, and as a result, it has been applied in a 

variety of diverse fields with good results. 

According to some studies, a single machine learning model has also been used to anticipate the 

availability of renewable energy sources [10]. Because of the large range of datasets and time steps, 

prediction ranges, settings, and performance measurements, a single machine learning model cannot 

improve forecasting performance on a single dataset or time step. There have been a number of studies in 

renewable energy forecasting that have resulted in hybrid machine learning models or overall prediction 

methodologies that are intended to improve prediction performance. Significant attention has lately been 

drawn to support vector machines (SVMs) and deep learning algorithms [11]– [15]. 

The most important feature were total sunshine duration and solar radiation, although various 

temperature related variables contributed towards solar irradiance prediction accuracy. The prediction 

of 
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solar radiation is very important to determine the amount of energy that can be generated in a day. Linear 

regression tells us exactly the outcome expected. After importing all libraries needed, the data is cleaned 

and trained. Linear regression models have predictive power but also many shortcomings like low values 

were overestimated while high values were underestimated, also residuals violate homoscedasticity and 

normality. Further work like the use of distance-weighted average of weather forecasts (at multiple grid 

points) as the weather forecast variable features. 

 
4.1.1 Conclusion 

In this work, we have compared time series techniques and machine learning techniques for solar energy 

forecasting in Japan. We find that employing time series models is a complex procedure due to the non- 

stationary energy time series. In contrast, machine learning techniques were more straight forward to 

implement. In particular, we find that the Artificial Neural Networks and Grad/ient Boosting Regression 

Trees performs best on average across all sites. 

Firstly, different libraries from python are imported, and the csv file is read, followed by a guided 

sequence created for the solar radiation data frame. ilog access the csv file to give an output on the 

terminal and arrange the excel to read rows and column. Also using the root mean squared error (RMSE) 

to assess how well a regression model fits a dataset which is to calculate the root mean square error, 

which tells us about the average distance between the predicted values from the model and the actual 

values in the dataset. The lower the RMSE, the better a given model can “fit” a dataset. However, the 

range of the dataset is important in determining whether a given RMSE value is “low” or not. For this 

case the Mean absolute error, the mean squared error, and the root mean squared error gives low values 

which indicates precise analysis of the model. The random forest Library was important to determine 

the mean absolute error, mean squared error and root mean squared error. 

This study has compared the different models on a general level. For further research, we suggest 

continuing comparing different machine learning techniques in depth while using feature engineering 

approaches of numerical weather predictions. 

It is also important to note that an integrated machine learning model and the statistical approach are 

used to anticipate future solar power generation from renewable energy plants. Hybrid models improves 

accuracy by integrating machine learning methods and the statistical method. In order to improve the 

accuracy of the suggested model, an ensemble of machine learning models can be used. When comparing 

the performance of an ensemble model that integrates all of the combination strategies to standard 

individual models, the suggested ensemble model outperformed the conventional individual models. Ac- 

cording to findings, a hybrid model that made use of both machine learning and statistics outperformed 

a model that made sole use of machine learning in its performance. In future work, the proposed method 

can improvise the performance, accuracy, and the other metrics using several deep learning mechanisms. 

 
4.1.2 Future Research 

Additional input variables can be included in the forecasting process such as weather data, customers’ 

classes and event day, instead of only the load data. Besides, other methods may be implemented such 

as Neural Network, Fuzzy Logic as well as hybrid method. 

 
4.2 Summary 

The basis of a multiple linear regression is to assess whether one continuous dependent variable can be 

predicted from a set of independent (or predictor) variables. Or in other words, how much variance in a 

continuous dependent variable is explained by a set of predictors. Certain regression selection approaches 

are helpful in testing predictors, thereby increasing the efficiency of analysis. 
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Chapter A 

Appendix 

 
A .1 Simulation Data for Parameters Identification 



 

 

 

 

 

 
 

Figure A .1: CSV Data for Weather Features used for Predictions. 
 

 

 

 

 



 

 

Figure A .2: CSV Data for Weather Features used for Predictions. 

 


